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Section 1
Adaptive Learning Systems

The first section deals with adaptive learning systems. In general, an adaptive system is composed of a
set of interacting or interdependent entities that is able to adapt its behaviour according to environmental
changes or changes in its interacting parts. By focusing on the aspect of adaptation with intelligent
learning, this section presents four chapters that use artificial neural networks and other learning
technologies in various practical problems.

Chapter 1
Dynamically Reconfigurable Hardware for Evolving Bio-Inspired Architectures......................... 1
Andres Upegui, Haute Ecole d’Ingénierie et de Gestion du Canton de Vaud, Switzerland

This chapter presents a set of methodologies and architectures for designing bio-inspired hardware by
exploiting the reconfigurability features available in the commercial field programmable gate arrays (FPGAs).
The proposed methods allow a system-on-chip to self-reconfigure in order to adapt the hardware
supporting it in a completely autonomous way. An in-depth discussion of a number of architectures,
such as neural networks, spiking neuron models, fuzzy systems, cellular automata and random boolean
networks, is provided. Various optimisation methodologies including evolution, synaptic weight learn-
ing, and so on are also discussed.

Chapter 2
A Lyapunov Theory-Based Neural Network Approach for Face Recognition ............................... 23
Li-Minn Ang, University of Nottingham Malaysia Campus, Malaysia
King Hann Lim, University of Nottingham Malaysia Campus, Malaysia
Kah Phooi Seng, University of Nottingham Malaysia Campus, Malaysia
Siew Wen Chin, University of Nottingham Malaysia Campus, Malaysia
This chapter presents a new face recognition system comprising of feature extraction techniques and two Lyapunov theory-based neural networks. The design details of the proposed system are discussed, followed with some experiments on two benchmark databases, ORL and Yale. The experimental results show that the use of Lyapunov theory-based neural networks is quite promising, as both the classifiers achieve higher training speeds as well as higher recognition rates compared to the corresponding conventional classifiers found in the literature.

Chapter 3
A Self-Organizing Neural Network to Approach Novelty Detection ................................................... 49
Marcelo Keese Albertini, University of São Paulo, Brazil
Rodrigo Fernandes de Mello, University of São Paulo, Brazil

This chapter presents a new novelty detection technique called the self-organising novelty detection neural network architecture (SONDE). SONDE is able to learn patterns incrementally in order to represent unknown dynamics and fluctuations of established behaviour in time-series. The accumulated knowledge can subsequently be used to estimate Markov chains for modelling causal relationships. It is then applied to detect and measure temporal and non-temporal novelties. The proposed method is evaluated using various simulations and experiments and the results confirm it to be quite promising.

Chapter 4
Efficient Training Algorithm for Neuro-Fuzzy Network and its Application to Nonlinear Sensor Characteristic Linearization ...................................................................................................... 72
Ajoy K. Palit, University of Bremen, Germany
Walter Anheier, University of Bremen, Germany

This chapter presents a computationally intelligent tool for extending the linear range of an arbitrary sensor. Typical sensors are either highly non-linear or not linear enough to be useful over a wide range of interest, and the proposed technique aims at compensating this problem by using a very efficiently trained neuro-fuzzy hybrid network. The training algorithm is based on the Levenberg-Marquardt algorithm (LMA) and the chapter also describes a simple technique to compute the Jacobian matrix, which is generally considered to be the most difficult step in implementing the LMA. A negative temperature coefficient thermistor sensor with an exponentially decaying characteristic function is linearised to demonstrate the efficacy of the proposed procedure. The experimental results show that the new training algorithm is able to bring the performance index of the network down to the desired error goal much faster.

Section 2
Adaptive Evolutionary Systems

The second section contains five chapters, and each of them is dealing with a unique domain of its own using evolutionary approaches. Evolutionary computing has become a very active research field nowadays, with many examples of successful applications ranging from data analysis and machine learning to telecommunication network design, logistics, scheduling, and technical engineering, among others. Across all these areas, evolutionary approaches have convinced practitioners by the results obtained on hard problems that they are very powerful algorithms.
Chapter 5
A Review on Evolutionary Prototype Selection: An Empirical Study of Performance and Efficiency .............................................................. 92

Salvador García, University of Granada, Spain
José Ramón Cano, University of Jaén, Spain
Francisco Herrera, University of Granada, Spain

This chapter presents a review and analysis of evolutionary prototype selection in data mining and its application over different sizes of data sets, with a special focus on the scaling-up problem. The representative evolutionary prototype selection algorithms are reviewed and described in detail. The performances of these algorithms are analysed in terms of their efficiency and effectiveness via experimental study. The numerical results are then used to determine the benefits and drawbacks of the algorithms.

Chapter 6
Evolutionary Approaches and Their Applications to Distributed Systems .................................................. 114

Thomas Weise, University of Kassel, Germany
Raymond Chiong, Swinburne University of Technology (Sarawak Campus), Malaysia

This chapter presents a systematic review of evolutionary algorithms employed to solve various problems in distributed systems. The review is aimed at providing an insight of evolutionary approaches, in particular genetic algorithms and genetic programming, in solving problems in five different areas of network optimisation: network topology, routing, protocol synthesis, network security, and parameter settings and configuration. Some interesting applications from these areas are discussed in detail with many illustrative examples.

Chapter 7
Evolutionary Based Adaptive User Interfaces in Complex Supervisory Tasks ........................................ 150

Gary G. Yen, Oklahoma State University, USA

This chapter presents a novel approach based on evolutionary adaptation of the user interface in complex supervisory tasks using a combination of genetic algorithm for constrained optimisation and probabilistic modelling of the user. The proposed algorithm has been tested with an automated user and a group of real users in an air traffic control environment and the results show that it is flexible and easy to use in various problem domains. The results also demonstrate that the method is able to improve human-computer interaction.

Chapter 8
Synthesis of Analog Circuits by Genetic Algorithms and their Optimization by Particle Swarm Optimization ............................................................... 173

Esteban Tlelo-Cuautle, Instituto Nacional de Astrofísica Óptica y Electrónica, México
Ivick Guerra-Gómez, Instituto Nacional de Astrofísica Óptica y Electrónica, México
Carlos Alberto Reyes-García, Instituto Nacional de Astrofísica Óptica y Electrónica, México
Miguel Aurelio Duarte-Villaseñor, Instituto Nacional de Astrofísica Óptica y Electrónica, México
This chapter presents an application that uses particle swarm optimisation (PSO) to size analog circuits which are synthesized by a genetic algorithm from nullor-based descriptions. The analog circuits are first synthesized by applying a genetic algorithm at the transistor level of abstraction, following which the multi-objective PSO evaluates the performances until optimal transistor-sizes are found by using a standard CMOS technology of 0.35µm of integrated circuits. As an example, two synthesized current conveyors (CCII+ and CCII-) are optimised by applying the proposed multi-objective PSO algorithm. The experimental results show that this algorithm is able to improve the performance of the current conveyors in comparison to the algorithms mentioned in the literature.

Chapter 9
Statistical Analysis of Computational Intelligence Algorithms on a Multi-Objective Filter Design Problem................................................................................................................................... 193

Flávio Teixeira, University of Victoria, Canada
Alexandre Ricardo Soares Romariz, University of Brasilia, Brazil

This chapter presents the application of a comprehensive statistical analysis for both algorithmic performance comparison and optimal parameter estimation on a multi-objective digital signal processing problem. Several algorithms such as genetic algorithms, particle swarm optimisation, simulated annealing, non-dominated sorting genetic algorithm (NSGA II), and multi-objective simulated annealing (MOSA) are applied to design non-linear digital finite impulse response (FIR) filters. Also, optimal parameter values are obtained using statistical exploratory analysis instead of the common trial and error process. A comprehensive statistical comparison of these algorithms indicates a strong performance from NSGA II and the pure genetic algorithm with weighting scalarization. In particular, it is observed that the latter is able to obtain the best average performances.

Section 3
Adaptive Collective Systems

The last section of the book presents three chapters from diverse fields: social networks, automatic programming, and manufacturing. They, however, do share a common theme – they all exhibit collective intelligence. Collective systems differ from other intelligent systems in a way that the components in these systems do not directly influence the behaviour of one another. The outcomes are often being formed via the collective behaviour of some decentralised, self-organised entities within it.

Chapter 10
Diffusion and Emergence in Social Networks.................................................................................... 231

Akira Namatame, National Defense Academy, Japan

This chapter presents an overview of the research examining how the structure of social networks impacts the diffusion process. There is also discussion on how the structure of social networks determines the dynamics of various types of emergent properties that occur within those networks. By focusing on the stylised facts of macroscopic emergent phenomena that are the results of bi-directional interactions, the chapter outlines various circumstances conducive for desirable emergent properties to appear.
Chapter 11
Ant Colony Programming: Application of Ant Colony System to Function Approximation......... 248
Mariusz Boryczka, University of Silesia, Poland

This chapter presents several improvements to the ant colony programming (ACP) method, including the elimination of introns, the use of a specimen list, and the tuning of the ACP’s parameters. While most of these improvements are discussed as a review of the information already present in the literature, the latter is a novel idea. The described method with these improvements seems to be able to solve not only the problem of approximation, but also other problems, such as finding the perfect hash functions or different problems from the game theory.

Chapter 12
A Performance Comparison between Efficiency and Pheromone Approaches in Dynamic Manufacturing Scheduling .................................................................................................................. 273
Paolo Renna, University of Basilicata, Italy

This chapter presents an innovative coordination mechanism in manufacturing systems by pheromone approach in a multi-agent architecture environment. Comparative studies are conducted between the pre-existing methods in the literature and two proposed methods based on the pheromone approach. Numerical results show that the first proposed method based on the parts’ memory is inefficient while the second one based on the queue of a manufacturing cell is able to outperform the efficiency-based approach in case of medium dynamism in the manufacturing environment. Several important conclusions regarding the performance of these new methods are drawn.
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Foreword

An amazing collection of state-of-the-art papers on the topic of intelligent, adaptive systems has been assembled by the editor, Raymond Chiong of Swinburne University of Technology (Sarawak Campus), Malaysia in this exciting special volume. He has selected the works of a truly global group of talented researchers. In addition, he has focused on taking a large swath of presentations in order to maximize the benefit of this volume to the widest possible audience. Raymond has merged cutting-edge science, novel and practical applications, methodology analysis, and social commentary into a cohesive unit that is destined to anchor the research of young investigators for many years to come.

A recurring theme throughout this compilation of twelve chapters is the incorporation of adaptation with intelligent learning, evolutionary, and collective systems. The first four chapters deal in various ways with artificial neural networks that learn and adapt based on experience and data tendencies. The next five chapters focus on evolutionary approaches applied in general to problems of optimization of performance and system efficiency. The remaining three chapters are concerned with collective behaviors, where diffusion and emergence in social networks, automatic programming based on ant colony system, and efficient management of manufacturing systems using a pheromone approach are discussed.

This interesting collection of timely contributions is an exceptional blend of current theoretical research and valuable applications to the solution of real world problems. For a discipline to remain relevant, it must nourish innovative research yet provide tools for improving the quality of life and sustainability of our civilization. This new book contains an excellent balance of these two objectives. The common theme of adaptability throughout diverse topics will likely provide considerable interest among practitioners in intelligent systems.

Professor Don Potter
Professor Ron McClendon
Institute for Artificial Intelligence
University of Georgia, USA

Walter D. Potter is the Director of the Artificial Intelligence Institute, and a Professor of Computer Science. He received his undergraduate degree in Management Science from the University of Tennessee and followed that with many years as a systems analyst in the software development field. He then received advanced degrees in Computer Science from the University of South Carolina where he worked closely with Prof. Larry Kerschberg, the father of expert database systems. His research interests include robotics, knowledge-based systems, genetic algorithms, expert database systems, and advanced information system design. He has worked, as a research fellow, with the Oak Ridge National Laboratory, the US Army Research Institute, and the Westinghouse Savannah River Company. More recently, he has been involved with the USDA Forest Service doing research on ecosystem decision support systems. In 2008, he was awarded the prestigious General Sandy Beaver Special Teaching Award for excellence in teaching by the Franklin College of Arts and Sciences at the University of Georgia.
Ronald W. McClendon is a Faculty Fellow of the Institute for Artificial Intelligence at the University of Georgia, and a Professor in Biological and Agricultural Engineering of the Faculty of Engineering. He holds the B.S and M.S. in Aerospace Engineering and a Ph.D. in General Engineering from Mississippi State University. He has also served as a faculty member at the University of Pittsburgh and Mississippi State University. He and Prof. Potter routinely team-teach a graduate course in computational intelligence which covers genetic algorithms, particle swarm optimization, neural networks, and fuzzy logic. His area of research is developing decision support systems which incorporate computational intelligence methodologies.
Preface

“Intelligent System” is a broad term, so giving it a precise definition can be difficult. This book deals specifically with systems that have the ability to learn and adapt during their existence in order to achieve certain goals and objectives. It concentrates on methods and approaches that might be generally referred to as “automated learning from experience.”

Indeed, most living beings learn from experience rather than from an explicit detailed model of the world around them. They develop a model automatically from observation, refining it as more experience becomes available. It is this “intelligent” model that allows us to predict what would happen to a system under particular conditions, to sort the system inputs into categories, and to optimise the performance of the system in some way. These kind of intelligent and adaptive systems have attracted increasing attention in recent years. They are considerably more robust and flexible than systems based on traditional approaches that have been developed mainly for mathematically well-defined problems. They provide more autonomy and more powerful decision-making ability in uncertain and complex environments. They also adapt better to an unknown environment without needing to explicitly model it.

This special volume has assembled some of the most intriguing applications, reviews and additions to the methodology of intelligent computing. Its main objective is to present the emerging trends of state-of-the-art intelligent systems and their practical applications. It contains open-solicited and invited chapters written by leading researchers, academics and practitioners in the field. All contributions were peer reviewed by two to three reviewers.

TARGET AUDIENCE

This book covers the state-of-the-art plus latest research discoveries and applications of intelligent adaptive systems, thus making it a valuable reference for a large community of audiences. It is an important reference to researchers and academics working in computational intelligence and its related fields, such as multi-agent systems, machine learning, pattern recognition, optimisation, knowledge-based systems, natural computing, and so forth. It will also be appealing to developers, engineers, practitioners, final year undergraduates as well as postgraduate students who may find the ideas and solutions presented fascinating.
ORGANISATION OF THE BOOK

This book comprises 12 chapters, which can be categorised into the following 3 sections:

- Section 1: Adaptive Learning Systems
- Section 2: Adaptive Evolutionary Systems
- Section 3: Adaptive Collective Systems

Section 1: Adaptive Learning Systems

The first section deals with adaptive learning systems. In general, an adaptive system is composed of a set of interacting or interdependent entities that is able to adapt its behaviour according to environmental changes or changes in its interacting parts. By focusing on the aspect of adaptation with intelligent learning, this section presents four chapters that use artificial neural networks and other learning technologies in various practical problems.

Chapter 1, by Andres Upegui, presents a set of methodologies and architectures for designing bio-inspired hardware by exploiting the reconfigurability features available in the commercial field programmable gate arrays (FPGAs). The proposed systems, which consist of two main components – the computation engine and an adaptation mechanism, allow a system-on-chip to self-reconfigure in order to adapt the hardware supporting it in a completely autonomous way. The chapter provides an in-depth discussion of the numerous architectures such as neural networks, spiking neuron models, fuzzy systems, and so forth, which could constitute the computation engine. Similarly, various optimisation methodologies including evolution, synaptic weight learning, and so on which could allow the computation engine to adapt for performing a given computation are also discussed.

In chapter 2 Ang et al. present a new face recognition system comprising of feature extractions and two custom-designed neural classifiers based on the Lyapunov stability theory: Lyapunov theory-based radial basis function neural network and Lyapunov theory-based multi-layered neural network. The authors first used principal component analysis (PCA) to extract the most expressive facial features to reduce the dimensionality of the original images, and further applied Fischer’s linear discriminant (FLD) to obtain the most discriminant features. These features were then passed to the two proposed classifiers for face classification. The simulation results have shown that the proposed system is quite promising as both the classifiers achieve higher training speeds as well as higher recognition rates compared to the corresponding conventional classifiers found in the literature.

In the next chapter (i.e., chapter 3), Albertini and Mello propose a new novelty detection technique called self-organising novelty detection neural network architecture (SONDE) which incrementally learns patterns in order to represent unknown dynamics and fluctuations of established behaviour in time-series. The authors use the thus accumulated knowledge to estimate Markov chains to model causal relationships. The subsequent model is then applied to detect and measure temporal and non-temporal novelties. The significance of this chapter lies in the fact that current studies do not fully detect and quantify these temporal novelties nor do they completely consider causal relationships. The proposed method was evaluated using various simulations and experiments and the results confirm the method to be quite promising.

Following which, chapter 4, by Palit and Anheier, proposes a computationally intelligent tool for extending the linear range of an arbitrary sensor. Typical sensors are either highly non-linear or not linear enough to be useful over a wide range of interest, and the proposed technique aims at compensating this problem by using a very efficiently trained neuro-fuzzy hybrid network. The training algorithm is based
on the Levenberg-Marquardt algorithm (LMA) and the chapter also describes a simple technique to compute the Jacobian matrix, which is generally considered to be the most difficult step in implementing the LMA. A negative temperature coefficient thermistor sensor with an exponentially decaying characteristic function is linearised to demonstrate the efficacy of the proposed procedure. The experimental results show that the new training algorithm is able to bring the performance index of the network down to the desired error goal much faster than any first order training algorithm. What makes the work significant is that the intelligent models developed here could be programmed into low-cost embedded processors or micro-controllers to overcome the losses or performance drifts of components which arise as a result of the additional electronics required for conventional linearisation.

Section 2: Adaptive Evolutionary Systems

The second section contains five chapters, and each of them is dealing with a unique domain of its own using evolutionary approaches. Evolutionary computing has become a very active research field nowadays, with many examples of successful applications ranging from data analysis and machine learning to telecommunication network design, logistics, scheduling, and technical engineering, among others. Across all these areas, evolutionary approaches have convinced practitioners by the results obtained on hard problems that they are very powerful algorithms.

The first chapter of this section, chapter 5 by García et al., presents a review and analysis of evolutionary prototype selection in data mining and its application over different sizes of data sets, with a special focus on the scaling-up problem. The authors review the representative evolutionary prototype selection algorithms of the two common strategies on the use of evolutionary algorithms: general evolutionary models, and models specific to prototype selection. These algorithms are described in detail and their performances analysed in terms of their efficiency and effectiveness. These results are then used to determine the benefits and drawbacks of each model.

Subsequently, chapter 6, by Weise and Chiong, gives a systematic overview of the wide array of applications of evolutionary optimisation to distributed systems. The focus, here, is on genetic algorithms and genetic programming and their application in solving problems from five different domains of network optimisation: network topology, routing, protocol synthesis, network security, and parameter settings and configuration. The authors also provide some applications from these areas to serve as illustrative examples. The chapter should be able to encourage readers to incorporate not only evolutionary algorithms but also other bio-inspired methods to solve various dynamic, large scale or \(NP\)-hard problems faced in network optimisation.

In chapter 7 Gary Yen proposes a novel idea based on evolutionary algorithm for adaptation of the user interface in complex supervisory tasks using a combination of genetic algorithm for constrained optimisation and probabilistic modelling of the user. The algorithm has been tested with an automated user and a group of real users in an air traffic control environment and the results have shown that the proposed method is flexible and easy to use in various problem domains. The results also demonstrate that the method is able to improve human-computer interaction and the author argues that the approach is pragmatically a valid design for interface adaptation in complex environments. A significant contribution of this chapter is a general framework for adaptation under ill-defined situations using statistical, non-parametric methods.

In chapter 8 Tlelo-Cuautle et al. demonstrate the application of a particle swarm optimisation (PSO) to size analog circuits which are synthesised by a genetic algorithm from nullor-based descriptions. The analog circuits are first synthesised by applying a genetic algorithm at the transistor level of abstraction, following which the multi-objective PSO evaluates the performances until optimal transistor-sizes are
found by using a standard CMOS technology of 0.35µm of integrated circuits. As an example, two synthesised current conveyors (CCII+ and CCII-) were optimised by applying the proposed multi-objective PSO algorithm. The experimental results show that this algorithm is able to improve the performance of the above-mentioned current conveyors in comparison to the algorithms mentioned in the literature.

This section wraps up with its last chapter (i.e., chapter 9), by Teixeira and Romariz, that presents the application of a comprehensive statistical analysis for both algorithmic performance comparison and optimal parameter estimation on a multi-objective digital signal processing problem. Several algorithms such as genetic algorithms, particle swarm optimisation, simulated annealing, non-dominated sorting genetic algorithm (NSGA II), and multi-objective simulated annealing (MOSA) are applied to design non-linear digital finite impulse response (FIR) filters. Also, optimal parameter values were obtained using statistical exploratory analysis instead of the common trial and error process. This has allowed the authors to conduct a fair and effective performance comparison among the different approaches. A comprehensive statistical comparison of the above-mentioned algorithms indicates a strong performance from NSGA II and the pure genetic algorithm with weighting scalarization. In particular, it was observed that the latter was able to obtain the best average performances.

Section 3: Adaptive Collective Systems

The last section of the book presents three chapters from diverse fields: social networks, automatic programming, and manufacturing. They, however, do share a common theme – they all exhibit collective intelligence. Collective systems differ from other intelligent systems in a way that the components in these systems do not directly influence the behaviour of one another. The outcomes are often being formed via the collective behaviour of some decentralised, self-organised entities within it.

There is often a lag time between an innovation’s first appearance and its adoption by a substantial section of the society. This diffusion process is quite essential in enhancing future innovations by providing feedback about the innovation’s utility. Moving away from the engineering and computing systems of the first two sections, chapter 5, by Akira Namatame, provides an overview of the research examining how the structure of social networks impacts this diffusion process. There is further discussion on how the structure of social networks determines the dynamics of various types of emergent properties that occur within those networks. By focusing on the stylised facts of macroscopic emergent phenomena that are the results of bi-directional interactions, the chapter outlines various circumstances conducive for desirable emergent properties to appear.

The penultimate chapter of this book, chapter 11 by Mariusz Boryczka, presents several improvements to the ant colony programming (ACP) method. Some of these improvements include the elimination of introns - which helps improve the readability of solutions as well as reduce their evaluation time, the use of a specimen list to reduce the solution’s construction time, establishing a set of instructions, and tuning of the ACP’s parameters. While most of the improvements are discussed as a review of the information already present in the literature, the latter is a novel idea. The described method with these improvements seems to be able to solve not only the problem of approximation, but also other problems, such as finding the perfect hash functions or different problems from the game theory. As an example of the nature-inspired algorithm, this method may be interesting for researchers and academics and may also be developed towards automatic programming.

In the final chapter (i.e., chapter 12), Paolo Renna proposes an innovative coordination mechanism in manufacturing systems by pheromone approach in a multi-agent architecture environment. As an illustrative example, the chapter focuses on the job shop scheduling problem in cellular manufacturing systems. Comparative studies are conducted between the pre-existing methods in the literature and
two new methods based on the above-mentioned approach. One of these methods is based on the parts’ memory whereas the next is based on the queue of a manufacturing cell. Experiments have been conducted in a dynamic environment which is characterised by the following parameters: inter-arrival, machine breakdowns, and processing time efficiency. The experimental results show that the first method based on the parts’ memory is inefficient while the second method is able to outperform the efficiency-based approach in case of medium dynamism in the manufacturing environment. The author draws several important conclusions regarding the performance of these new methods which might be helpful while developing new approaches.

Raymond Chiong
Editor
In closing, I would like to thank all the authors for their excellent contributions to this book. I also wish to acknowledge the support of the editorial advisory board and the help of all who were involved in the collection and review process of this book. Without them, this book would not have been possible. Special thanks go to all those who provided constructive and comprehensive review comments, as well as those who willingly helped in some last-minute urgent reviews. I would also like to offer my gratitude to Don Potter and Ron McClendon for writing the foreword.

A further special note of thanks goes to the staff members at IGI Global. Their editorial assistance and professional support, from the inception of the initial idea to final publication, have been invaluable. In particular, I would like to thank Tyler Heath who continuously prodded me with e-mail to keep the project on schedule.

Finally, I hope that the readers would enjoy reading this book as much as I have enjoyed putting it together.

Raymond Chiong
April, 2009
Section 1
Adaptive Learning Systems
Chapter 1
Dynamically Reconfigurable Hardware for Evolving Bio-Inspired Architectures

Andres Upegui
Haute Ecole d’Ingénierie et de Gestion du Canton de Vaud, Switzerland

ABSTRACT
During the last few years, reconfigurable computing devices have experienced an impressive development in their resource availability, speed, and configurability. Currently, commercial FPGAs offer the possibility of self-reconfiguring by partially modifying their configuration bit-string, providing high architectural flexibility, while guaranteeing high performance. On the other hand, we have bio-inspired hardware, a large research field taking inspiration from living beings in order to design hardware systems, which includes diverse approaches like evolvable hardware, neural hardware, and fuzzy hardware. Living beings are well known for their high adaptability to environmental changes, featuring very flexible adaptations at several levels. Bio-inspired hardware systems require such flexibility to be provided by the hardware platform on which the system is implemented. Even though some commercial FPGAs provide enhanced reconfigurability features such as partial and dynamic reconfiguration, their utilization is still in the early stages and they are not well supported by FPGA vendors, thus making their inclusion difficult in existing bio-inspired systems. This chapter presents a set of methodologies and architectures for exploiting the reconfigurability advantages of current commercial FPGAs in the design of bio-inspired hardware systems. Among the presented architectures are neural networks, spiking neuron models, fuzzy systems, cellular automata and Random Boolean Networks.

INTRODUCTION
Living beings have managed to survive on earth for the last four billion years. The main reason for such a success is certainly their striking capacity to adapt to changing and adverse environments. They pos-
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Dynamically Reconfigurable Hardware for Evolving Bio-Inspired Architectures

Bioss astonishing faculties to learn from unknown situations, to adapt their behavior and their shape to environmental changes, to self-reproduce while keeping the species’ most useful features, and to self-repair without external intervention.

Bio-inspired systems aim to extract some interesting features from these living beings, such as adaptability and fault-tolerance, for including them in human-designed devices. In engineering and science one can find several examples of bio-inspiration: airplane’s wings have been inspired from birds, sonar and radar technologies take direct inspiration from bats’ navigation system, and vaccines use the knowledge acquired from observing natural immune systems. These are just some of the numerous lessons that scientists and engineers have learned from mother nature. Electronic circuit design has also been inspired by biology at several levels. Biological systems exhibit several desirable features for electronic circuits: robustness, adaptability, development, scalability, and autonomy, among others. Neural hardware and evolvable hardware are two examples where human-designed circuits take inspiration from nature.

Several issues arise when defining the hardware substrate supporting a bio-inspired architecture. Designers must typically design their own integrated circuit, implying a very expensive and time-consuming design process, or they must implement a virtual reconfigurable substrate by using commercial reconfigurable devices, which is very inefficient in terms of resource utilization.

This chapter summarizes three methodologies for conceiving bio-inspired self-reconfigurable systems able to benefit from current commercial FPGAs’ dynamic partial reconfigurability. Current design tools and techniques support the implementation of partial self-reconfigurable systems, however, conventional tools and techniques lack the required flexibility for supporting systems featuring on-line architectural adaptation. The proposed systems, along with the proposed bio-inspired techniques, allow a piece of hardware to self-adapt by reconfiguring the hardware supporting it, in an autonomous way, without external human intervention. The main advantage, with respect to existing self-reconfigurable platforms, lies in the fact that every possible architecture to be implemented is not required to be explicitly specified at design time, but it is the platform itself which determines it.

This chapter is organized in seven sections. The background section introduces the required background on dynamically reconfigurable computing devices and bio-inspired hardware systems. The third section, on evolvable hardware devices, introduces the existing hardware platform approaches for supporting evolvable platforms, and proposes a classification of three techniques that may be used to tackle this issue on commercial devices. Then, the section bio-inspired hardware components, describes bio-inspired hardware system as an adaptation mechanism that modifies a computation engine, for developing later in sections five, parametric adaptation, and six, structural adaptation, two types of adaptation – parametric and structural – by giving some illustrative examples. Finally, section seven concludes.

BACKGROUND

Hardware engineers have drawn inspiration from biology for designing and building bio-inspired architectures. A very important issue is the hardware platform supporting them. It is highly desirable for the platform to provide flexibility, scalability, and autonomy. Bringing flexibility to hardware devices is not trivial. An electronic circuit can be seen as a set of basic components (transistors, capacitors, resistances, etc) interconnected in a certain way. Modifying such a circuit implies replacing some components or modifying some of its connections. Performing these modifications would be unfeasible without the concept of reconfigurability.
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Reconfigurable Computing

An electronic device is said to be configurable when its functionality is not pre-defined at fabrication-time, but can be further specified by a configuration bit-string. Reconfigurable devices permit configuration several times, supporting system upgrades and refinements in a relatively small time scale. Given this architectural flexibility and upgradeability, they constitute the best candidates for supporting bio-inspired architectures: they offer a set of features that permit the implementation of flexible architectures, while still guaranteeing high performance execution.

The main representatives of reconfigurable computing devices are FPGAs (Field Programmable Gate Arrays) (Trimberger, 1994). FPGAs are programmable logic devices that permit the implementation of digital systems. FPGAs are typically composed of an array of uniform logic cells, interconnected through programmable interconnection matrices, that can be configured to perform a given function by means of a configuration bit-string (see figure 1). Additionally, current FPGAs provide specialized functional blocks like microcontrollers, RAM, and embedded arithmetic operators, depending on the targeted application field.

Figure 1 depicts a typical logic cell architecture. Each logic cell is composed of combinatorial and sequential programmable components, whose inputs and outputs are connected to a programmable interconnection matrix. The most used combinatorial components are look-up-tables (LUT), which can be programmed to implement any desired n-input boolean function.

FPGAs’ programming is performed by means of a configuration bit-string, which is stored in a configuration memory. This string contains the configuration information for every FPGA’s internal elements. Some FPGAs support a partial reconfiguration, where a reduced configuration bit-string can reconfigure only a given subset of internal components. Dynamic partial reconfiguration (DPR) (Donthi and Haggard, 2003; Hubner et al., 2005) is done while the device is active: certain areas of the device can be reconfigured while other areas remain operational and unaffected by the reprogramming. Unlike a static partial reconfiguration, in DPR, the system execution is not interrupted during the reconfiguration. However, the section being reconfigured might become unusable during reconfiguration.

Self-reconfigurable systems (Baumgarte et al., 2003) result in a direct offspring of DPR systems. Self-reconfigurable systems can modify their own hardware substrate in order to provide high performance, flexibility, and autonomy. They exhibit high performance due to their hardware’s nature. Their high flexibility is achieved thanks to the possibility of modifying their own hardware at run-time by using DPR.
The autonomy is assured by the capability of the platform to modify itself without any external intervention. Several custom platforms have been proposed for supporting reconfigurable systems. Typically, these platforms target an application or a family of such applications. However, custom reconfigurable platforms are application-oriented, restraining themselves to a much reduced market participation or exclusively for academic purpose. This small scale production consequently makes them very expensive, being exclusively available to some privileged research groups only.

Commercial FPGAs typically offer more flexibility than their custom counterparts. Given the tradeoff between performance and flexibility, in most of the cases the more customized architectures can offer a better performance. However, during recent years the performance gap between commercial FPGAs and custom devices has been reduced in an impressive way. Xilinx is the largest FPGA manufacturer, whose devices are among the few supporting dynamic partial reconfiguration. Their Virtex-II family, for instance, fully supports dynamic and self partial reconfigurability. A critical issue when designing a dynamically reconfigurable system is the design flow used for conceiving it. Typical design flows target static designs, where a circuit is synthesized for performing a predefined task. When tackling a problem requiring dynamic reconfigurability, a number of new issues and paradigms arise given the changing nature of the underlying platform implementing the system. Xilinx proposes two design flows for generating partial reconfiguration bit-strings: module-based and difference-based (Xilinx Corp., 2004b).

The module-based flow allows the designer to split the whole system into modules. For each module, the designer generates a partial configuration bit-string starting from an HDL description and goes through the synthesis, mapping, placement, and routing procedures, independently of other modules. With the difference-based flow the designer must manually perform low-level changes. Using the FPGA Editor (a low level design tool) the designer can manually modify the configuration of several components such as: look-up-table equations, internal RAM contents, multiplexers’ selections, etc. After editing the changes, the designer can generate a partial configuration bit-string, containing only the differences between the “before” and the “after” designs.

A third approach, called bit-string manipulation (Upegui and Sanchez, 2005), consists of directly modifying the configuration bit-string by knowing in advance which bits in the string must be modified for obtaining a desired circuit. In this way, one can generate and modify the FPGA configuration bit-string without depending on Xilinx design tools, in an on-chip and on-line manner. The main drawback of this approach is that one must know the bit-string format in advance, and the Virtex-II bit-string format is not documented by the manufacturer. This problem was overcome by reverse engineering some sections of the configuration bit-string for implementing self-reconfigurable adaptive systems (Upegui and Sanchez, 2006a; Upegui and Sanchez, 2006b).

The design methodologies that allow benefiting from such hardware flexibility are still in their early stages. We have identified, in bio-inspiration, a potential approach for tackling the challenging issues found when designing dynamic and self-adapting systems.

### Bio-Inspired Hardware

Nature has always stimulated the imagination of humans, but it is only very recently that technology has started supporting the physical implementation of bio-inspired computing systems. They are man-made systems whose architectures and emergent behaviors resemble the structure and behavior of biological organisms (Langton, 1995). Artificial neural networks (ANNs), evolutionary algorithms (EAs), and fuzzy logic are some representatives of a new, different approach to artificial intelligence. These techniques
exhibit the following features: (1) they model natural processes such as evolution, learning, development, or reasoning; (2) they are intended to be tolerant of imprecision, uncertainty, partial truth, and approximation; (3) they process numerical information with little or no explicit knowledge representation.

If one considers life on Earth since its very beginning, then the following three levels of organization can be distinguished (Sanchez et al., 1997): (1) Phylogeny, concerning the temporal evolution of a certain genetic material in individuals and species, (2) Epigenesis, concerning the learning process during an individual’s lifetime, and (3) Ontogeny, concerning the developmental process of multicellular organisms. Analogous to nature, the space of bio-inspired hardware systems can also be partitioned along these three axes: the phylogenetic axis involves evolvable hardware, the ontogenetic axis involves multicellular developmental hardware, and the epigenetic axis mainly involves neural hardware.

In the case of living beings, adaptation due to evolution is performed through modifications in the DNA (Deoxyribonucleic acid), which constitutes the encoding of every living being on earth. DNA is a double-stranded molecule composed of two chains linked together by the base pairs Adenine, Cytocine, Guanine, and Thymine, constituting a string of symbols from a quaternary alphabet (A, C, G, T). On the other hand, reconfigurable logic devices are configured by a string of symbols from a binary alphabet (0, 1). This string determines the function implemented by each of the programmable components and the connections between each of the switch matrices. Under this description, a rough analogy naturally arises between the DNA and a configuration bit-string, and between a living being and a circuit. In both cases there is a mapping from a string representation to an entity that will perform one or more actions: growing, moving, reproducing, etc. for living beings, or computing a function for circuits.

This analogy between living beings and digital circuits suggests the possibility of applying the principles of artificial evolution to the field of circuit design. Designing analog and digital electrical circuits is, by tradition, a hard engineering task, vulnerable to human errors, and no one can guarantee the optimality of a solution for large circuits. Design automation has become a challenge for tool designers, and given the increasing complexity of circuits, higher abstraction levels of description are needed. Evolvable hardware arises as a promising solution to tackle this problem: from a given behavior specification of a circuit, an EA will search for a configuration bit-string describing a circuit able to satisfy the specification.

EVOlVABLE HARDWARE DEVICES

The hardware substrate supporting the circuit evolution is one of the most important initial decisions to make when evolving hardware. The hardware architecture is closely related to the type of solution being evolved. Reconfigurable hardware platforms have, in most cases, a cellular structure composed of uniform or non-uniform components. In some cases, one can evolve the components’ functionality; in others the connectivity; or, in the most powerful platforms, both. FPGAs fit well into this third category: they are composed of configurable logic elements interconnected by configurable switch matrices.

The most basic hardware requirement when evolving hardware is to have a set of high-level or low-level evolvable components: the basic elements from which the evolved circuits will be built (transistors, logic gates, arithmetic functions, functional cells, etc); and an evolvable substrate supporting them: a flexible hardware platform allowing arbitrary configurations mapped from a genome. FPGAs constitute the perfect hardware substrate, given their connectivity and functional flexibility. This evolvable substrate can be implemented using three main techniques: (1) by designing a custom reconfigurable circuit with the desired configurability features; (2) by building a virtual reconfigurable substrate on
top of the FPGA logic; and (3) by using the flexibility provided by the FPGAs’ configuration logic in performing real partial reconfiguration.

The first approach constitutes a very efficient, high-performance, and flexible solution. A good example is the POEtic tissue (Thoma and Sanchez, 2004; Thoma et al., 2004), a computational substrate optimized for the implementation of digital systems inspired by the ontogenetic and epigenetic axes. By designing a custom reconfigurable circuit one can define the desired configurability features which may be useful for the circuit to be evolved. Thus, one can define a certain configuration bit-string structure that may constrain the search space to be explored by the EA to more suitable solutions. The main problem with this approach is the high cost and large development time for designing a custom reconfigurable circuit.

The second approach consists of building a virtual reconfigurable circuit on top of a commercial one (Sekanina, 2004a). This way, the designer can also define his own configuration bit-string and can determine which features of the circuit to evolve. This approach has been widely used by several groups (Goekke et al., 1997; Haddow and Tufte, 2000; Sekanina, 2004a; Sekanina, 2004b; Slorach and Sharman, 2000; Upegui et al., 2005; Vinger and Torresen, 2003), exhibiting enhanced flexibility and ease of implementation and incurring the cost of an inefficient use of logic resources.

The third approach consists of partially modifying the configuration bit-string of commercial FPGAs. In this way, one can make a better use of FPGA resources: logic functions are directly mapped in the FPGAs’ LUTs, and connections are directly mapped to routing switch matrices and multiplexers, incurring the cost of dealing with very low level circuit descriptions (Thompson, 1997; Thompson et al., 1996; Upegui and Sanchez, 2005).

We define three methodologies for evolving hardware by partially reconfiguring Virtex and Virtex-II families in a dynamic way using this third approach. Each methodology considers a different level of abstraction and granularity of the basic components used in the evolved circuit. The modular evolution methodology is a coarse-grained high level solution, well suited for architecture exploration. The node evolution and the bit-string evolution methodologies, which are closely related, constitute a fine-grained low level solution, well suited for fine tuning.

**Modular Evolution**

The modular evolution methodology considers a coarse-grained reconfigurable substrate, where the basic blocks are defined as modules and are described at a high functional level. The methodology uses the module-based partial reconfiguration design flow described in the subsection “Reconfigurable Computing.” The main consequence of the features of the module-based DPR is a modular structure, where each module communicates solely with its neighbor modules through a bus macro. This structure matches well with modular architectures, such as layered neural networks, fuzzy systems, multi-stage filtering, etc. These systems require a high degree of adaptability, and can benefit greatly from architecture exploration. However, some design constraints must be respected: inputs and outputs of the full network must be previously fixed, as well as the number of layers and their interconnectivity (number and direction of connections). While each layer can have any kind of internal connectivity, connections among modules are fixed through bus macros and restricted to neighbor layers. The subsection “Topology evolution of ANNs: a course-grained approach” presents the evolution of ANN topologies by using this method.
Node Evolution

The node evolution methodology considers a finer-grained partial reconfiguration than the modular evolution. The basic building blocks are defined at a low functional level and are defined as nodes which are, typically, much smaller than modules. This methodology uses the difference-based partial reconfiguration design flow described in the previous section. Using this technique to modify circuits requires a previous knowledge of the physical placement of the nodes implementing the target function (i.e. the logical function to be evolved) in the FPGA. By using hard-macros one can define placement constraints; one can place each hard-macro and, knowing LUT positions, one can modify them by using the difference-based design flow. Hard-macros must be designed by low level specification of a system (using the FPGA_editor one can define a system in terms of the FPGA’s basic components). Every CLB, LUT, multiplexer, and flip-flop must be manually placed, and a semi-automatic routing must be performed. Hard-macros allow physically specifying the exact position of a part of the designed system and its building components in the reconfigurable device.

For using this methodology, the first step is to define an initial HDL description of the system. This description must include as black boxes the nodes to be evolved in the form of hard-macros and placement constraints must be specified for these macros. The system is now ready to be evolved: an EA written in your favorite programming language will map LUT configuration contents from a chromosome and will run a script for modifying the LUT contents in the FPGA_editor. The result is a partial configuration bit-string, containing just the LUT modifications, which will be generated and downloaded to the FPGA.

This methodology provides the possibility of fine tuning systems, incurring the cost of not allowing topological or connection modifications. It is well suited for evolving systems with cellular structures, such as neural networks, fuzzy system rules, or cellular automata, among others, with the main drawback being a dependence on Xilinx tools for modifying LUT contents and generating the configuration bit-string. The subsection “Coevolutionary setup for adapting fuzzy systems” presents the cooperative coevolution of fuzzy systems using this methodology.

Even though the complete placement and routing process is not executed for every individual, it is still not suited for on-system evolution.

Configuration Bit-String Evolution

The previously described evolving methodologies are dependent on Xilinx tools for generating every new partial bit-string, making them unsuitable for on-chip evolution. The configuration bit-string evolution methodology constitutes the finest grained reconfigurable approach, where modifications are performed at the configuration bit-string level. The methodology uses the direct bit-string manipulation design flow described in the previous section in order to directly evolve a subset of the bits describing the circuit.

Directly evolving the configuration bit-string has been done with the XC6200 FPGA family and on other custom platforms (Thompson, 1997). The same principle can be applied for Virtex families, including Virtex-II, Virtex-II-Pro, Virtex-4, and Virtex-5: LUTs’ and multiplexers’ configurations can be evolved, while keeping a fixed routing. By using hard-macros, as described for the node evolution, one can describe a computing cell. This computing cell can implement a neuron, a fuzzy rule, a simple LUT, or any function, including one or several LUTs; it can also include flip-flops for making the design synchronous, or it can just implement combinatorial circuits. LUTs’ and multiplexers’ configurations can be modified in an arbitrary way; however, routing must remain fixed. Connectivity among components of
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A computing cell is manually set when designing the hard-macro; connectivity among computing cells is defined by an HDL description of the full system. Although routing must remain fixed during evolution, LUTs can be evolved as multiplexers, where the selection is done by the configuration bit-string.

For the Virtex family, the XAPP151 (Xilinx Corp., 2004a) describes, in a detailed way, the configuration bit-string, specifying the position of LUT contents in the string. However, for the Virtex-II family this documentation is not available, and just a limited bit-string description can be found in Xilinx Corp. (2005). For tackling this problem, we have reverse-engineered some sections of the configuration bit-string format (Upegui and Sanchez, 2005; Upegui and Sanchez, 2006a). We have used this approach for evolving Cellular Automata rules presented in the subsection “Cellular Automata,” and Random Boolean Networks as presented in the subsection “Topology generation for Random Boolean Networks: a fine-grained approach.”

BIO-INSPIRED HARDWARE COMPONENTS

In nature, one can identify two levels on which adaptation can be performed in living beings: at the species level, and at the individual level. Adaptation at the species level, also known as evolution, refers to the capability of a given species to adapt to an environment by means of natural selection and reproduction. Adaptation at the individual level, also known as development and learning, refers to the cellular development and the behavioral changes in an individual, which occur during its lifetime while interacting with an environment.

In both artificial and biological systems, adaptation implies modifications. These modifications are presented in several forms depending on the substrate being modified and the mechanism driving the modification. One can roughly consider that epigenesis mainly involves parametric modifications which concern exclusively an individual’s adaptation (such as synaptic efficacies in neural systems), while morphological modifications concern both entities (individuals and species), and are mainly driven by phylogeny and ontogeny.

Although artificial adaptation has been widely studied, it has been very elusive to human technology. An example of artificial adaptability is that of ANNs, where adaptability refers to the topological (Reed, 1993; Yao, 1999) or synaptic weight (Hebb, 1949; Hecht-Nielsen, 1989) modifications performed in order to allow it to execute a given task. Several types of adaptability methods can be identified according to the modification done.

On the other hand, topology modification explores different computation and generalizations capabilities of the network. Growing (Perez-Uribe, 1999), pruning (Reed, 1993), and EAs (Yao, 1999) are adaptive methods widely used to modify an ANN topology that will, in association with weight modification, eventually converge to better solutions than the ones found only with synaptic adaptation. We consider, thus, a hybrid adaptation framework, where structural adaptation is performed by modifying the system’s topology, allowing a wider exploration of the system’s computational capabilities. The evaluation of these capabilities is further done by parametric adaptation (synaptic weight learning in the case of ANNs), finding a solution for the problem at hand.

We consider these adaptation aspects for being specifically implemented in partially reconfigurable devices. By doing it, we consider a model composed of two main components: a computation engine and an adaptation mechanism. The computation engine is the physical machine able to implement the
target function, while the adaptation mechanism is the technique that modifies this computation engine in order to find the target system.

**Computation Engine**

Universal computation refers to the ability of a machine to simulate any arbitrary computation on a conventional computation model. The complexity of the required machine can vary according to the complexity of the desired computational task. The computational task is highly dependent upon the number of inputs and outputs, and upon the non-linearities of the desired solution.

Among the most famous universal computers, one can find boolean functions and Turing machines. However, in the literature there is a very large number of machines claiming universal computability and, among them, one can find a number of bio-inspired machines. Some of these are ANNs (Hornik et al., 1989; Maass and Markram, 2004; Siegelmann and Sontag, 1991), fuzzy systems (Kosko, 1994; Ying and Chen, 1997), and Cellular Automata (Lindgren and Nordahl, 1990; Sipper, 1996).

We consider the computation engine as the hardware implementation of a given function; it can be implemented in the form of one of the aforementioned universal computers, as well as in the form of non-universal ones. Computation engines have a physical existence in hardware, and even though universal computability is not mandatory, it is a much appreciated feature when searching a solution since it guarantees that a solution actually exists. In this chapter, these computation engines are presented in the form of neural networks, fuzzy systems, Cellular Automata, and Random Boolean Networks.

**Adaptation Mechanism**

An important issue for all of the previously presented computation engines is how to find a solution for a specific problem. The proof of their universal computability guarantees that a solution exists, but how to find it is an open issue. How to find the correct configuration of NAND gates (accepted as universal approximators) for implementing a specific boolean function? How to determine the synaptic weights of a recurrent spiking neural network for discriminating between two pattern classes? How to connect a random boolean network and which rules to use for achieving the desired dynamics? These issues must be addressed by an adaptation mechanism.

The adaptation mechanism provides the possibility of modifying the function described by the computation engine. Two types of adaptation are allowed: parametric and structural. The first type modifies the values of some registers for parameter tuning and enabling (or disabling) of some module functions without involving major structural changes. The second type takes advantage of the reconfigurable characteristic of FPGAs and intends to modify the architecture of the computation engine by means of partially reconfiguring the FPGA.

**PARAMETRIC ADAPTATION**

Learning in living beings involves several physiological processes that result in a set of synaptic efficacy modifications, constituting one of the key components of neurobiological research. This synaptic efficacy adaptation exhibited in the brain is an example of parametric adaptation in living beings. In a similar manner, parametric adaptation in bio-inspired hardware is related to minor system modifications.
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It consists of parameter tuning of the computation engine by modifying, for instance, a register value or the truth table of a combinatorial function, while keeping the system topology unchanged. The most typical example is that of ANNs, where the computation engine in the form of a neural network implements a function solving the problem at hand; however, it is the adaptation mechanism in the form of a learning algorithm which modifies the synaptic weights.

When bringing these two components to reconfigurable hardware, one must provide the system implementation with a certain plasticity, in order to allow the system to adapt. This plasticity can be provided in the form of a memory or a set of registers storing the synaptic weights to be adapted, which constitutes a classical approach for providing flexibility or programmability in such hardware systems. Another way of providing this plasticity is by allowing the system to be partially reconfigured only in the sections involving the utilization of these parameters.

This section introduces two computation engines with their respective parametric adaptations, including both types of plasticity described in the previous paragraph. In “Coevolutionary setup for adapting fuzzy systems,” the computation engine consists of a coevolutionary fuzzy classifier. Then, “Cellular Automata” presents reconfigurable cellular automata, where automata rules are dynamically and partially reconfigured driven by a cellular programming algorithm.

Coevolutionary Setup for Adapting Fuzzy Systems

There are numerous examples where bio-inspired systems yield quite good performance, but often even their creators do not know why and how such systems work since they perform opaque heuristics. Fuzzy systems are an exception among these approaches since they might provide both good results and interpretability. Nevertheless, the construction of fuzzy systems is a hard task involving a lot of correlated parameters, which are often subject to several constraints to satisfy linguistic criteria. For tackling this problem, Fuzzy CoCo – an evolutionary technique based on cooperative coevolution – has been conceived to produce accurate and interpretable fuzzy systems (Peña Reyes, 2002).

In Mermoud et al. (2005), they propose a hardware platform for coevolving fuzzy systems by using Fuzzy CoCo in order to speed up both evolution and execution while offering equivalent performance. Fuzzy CoCo is a Cooperative Coevolutionary approach to fuzzy modeling, wherein two coevolving species are defined: database (membership functions – MFs hereafter) and rule base. It is based on a family of EAs called coevolutionary algorithms, which take inspiration from the way several species cooperate or compete against each other for survival, sharing the same environment.

For modeling the hardware implementation of the system, it is decomposed in a computation engine and an adaptation mechanism. In this case, the computation engine is a fuzzy system and the adaptation mechanism is a coevolutionary algorithm. The architecture is kept modular in order to allow the structural adaptation that will be described in the section “Topology evolution of ANNs: a course-grained approach.” However, the main focus here is on parameter tuning.

The fuzzy architecture consists of three layers: (1) Fuzzification that transforms crisp input values into membership values. (2) The rule-based inference, which computes the firing of each fuzzy rule, providing an activation level for one of the four output MFs. As several rules can propose the same action, the output fuzzy values are aggregated by using an aggregation operator, e.g., maximum. Finally, (3) Defuzzification produces a crisp output from the resulting aggregated fuzzy set. Inference and defuzzification are merged into a single physical module since the latter is static. Figure 2 shows a top level view of the platform.
In this architecture, parameter tuning implies modifying lookup table (LUT) functions. The difference-based reconfiguration flow is used, because only small modifications are performed. This method implies two advantages: (1) minimization of the reconfiguration bit-string size and hence the reconfiguration time, and (2) it allows the possibility of automatically generating the bit-string. To achieve that, three hard-macros using LUTs were created for each evolvable part of the platform: the input MF parameters, the inference rules, the aggregation configuration and the output MF parameters. By using the hard-macro’s location constraints, one can locate each LUT and hence modify it by using difference-based reconfiguration as described in the subsection “Reconfigurable Computing.”

The implemented system has 4 input variables with 3 triangular MFs each. The inference layer contains 20 rules that take up to 4 fuzzy input values from different input variables, though, the system is easily scalable for increasing the number of inputs or rules. For the sake of interpretability, a default rule was added, whose effect is important when the other rules are not very active. In this implementation, the default rule has a fixed activation level encoded by the genome. One of the most commonly used defuzzification methods is the center of areas, which is very expensive since it includes division.

For maximum flexibility, rules able to include fuzzy AND and OR operators (i.e., respectively minimum and maximum) are required. A LUT-based hard-macro allows computing any combination of AND and OR operators on 4 fuzzy values chosen from among 16 input values. Figure 3 shows an implementation of a fuzzy AND between two 4-bit values $a$ and $b$.

This implementation has been validated with a classification problem with the Fisher’s Iris database. The achieved solution coevolved in the hardware platform exhibited a similar classification accuracy to the one exhibited by the software implementation of the same algorithm.

**Cellular Automata**

Cellular automata (CA) are discrete time dynamic systems, consisting of an array of identical computing cells (Toffoli and Margolus, 1987; Wolfram, 2002). A cell is defined by a set of discrete states, and a rule for determining the transitions between states. In the array, states are synchronously updated according
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**Figure 3.** Implementation of a 4-bit minimum operator. Each block represents a LUT taking 4 bits as input. The macro is made up of three layers (D, S and V) and four stages (one per bit). The layer D indicates to the next stage whether a decision can be made or not. Once a decision is made, further D units transmit this fact. The layer S indicates which value, a or b, is chosen by the multiplexer V.

...to the rule, which is a function of the current state of the cell itself and the states of the surrounding neighbors. Non-uniform CA differ from their uniform counterparts in their state transition rule diversity. The fact that uniform CA constitute a sub-set of non-uniform CA makes the latter a more general and powerful platform featuring universal computation capabilities (Lindgren and Nordahl, 1990; Sipper, 1996). Several features make them interesting for hardware implementation: they are massively parallel cellular systems, they are easily scalable, and their basic computing unit is closely related to the basic components of digital hardware: logic gates.

For FPGAs, non-uniform CA have an even more direct analogy. A typical FPGA architecture uses LUTs for implementing combinatorial functions, a LUT being the ideal substrate for implementing a modifiable boolean function. Additionally, the ICAP present in Xilinx FPGAs along with the configuration bit-string format description reported in Upegui and Sanchez (2005) allows one to perform an on-line and on-chip modification of CA rules by dynamically reconfiguring the LUTs’ configuration.

The system architecture of a self-reconfigurable platform for evolving CA is depicted in figure 4. A MicroBlaze soft-processor running an EA evolves a CA implemented in the reconfigurable device. The CA can be accessed for reading and writing the states through general purpose I/O interfaces. Rule modifications are exclusively performed by the HWICAP peripheral. The HWICAP module allows the MicroBlaze to read and write the FPGA configuration memory through the Internal Configuration Access Port (ICAP) at run time, enabling an evolutive algorithm to modify the circuit structure and functionality during the circuit’s operation, specifically in this case, CA state transitions.

The work presented in Upegui and Sanchez (2006b) focuses on 1-d grids, with two states per cell, denoted by 0 and 1. In such CA, each cell is connected to one local neighbor (cell) on either side, as well as to itself. They present a 1-d CA composed of 50 automata that can be configured for running on free-run mode or on controlled iterative mode. An initial CA state can be configured through the writing interface, for being further read through the reading interface.
A special interest has been focused on 1-d CA, with two states and two neighbors, given their analogy with FPGA’s basic elements (LUTs and flip-flops). Such an automaton implemented in hardware requires a flip-flop, for storing the current state, and a 3-input LUT. The basic logic cell of Virtex-II FPGAs is a slice, which contains 2 flip-flops and 2 4-input LUT, a good fit for implementing two of the above described automaton. Larger automata can be implemented by representing rules with several LUTs.

As explained before, hard-macros allow specifying the exact placement of a desired component in a design. In the previous section, hard-macros are used for instantiating fuzzy rules, which are then evolved from a PC. In this case, the hard-macro depicted in figure 5 has been designed, consisting of a slice containing 2 automata. Then, a 1-d automata array with size 50 was instantiated (i.e. by using 25 hard-macros), where the input A4 of LUTs is set to a constant value of ‘0’, and A3, A2, and A1 receive the signals from the self, lower, and upper states respectively.

As described in Upegui and Sanchez (2005), one can access the LUT configuration of a whole column of slices in a single configuration frame. That is the reason why one must place the set of 25 hard-macros in a single column: for minimizing the number of frames to access. Then, just by reading and writing a single frame, one can evolve the configuration bit-string containing the LUTs’ functions. By using this...
implementation in a Virtex-II 1000 FPGA, one can update CA rules for an array of up to 160 automata by modifying a single frame. It must be noted that for reconfiguring the full Virtex-II 1000, one may configure a full bit-string containing 1104 frames.

The implementation of this self-reconfigurable platform for non-uniform CA was validated with two problems: the firefly synchronization problem, and a pseudo-random number generator. This configuration approach can be used, in a more general framework, for evolving circuits at configuration bit-string level; for instance, for automatic on-chip synthesis of combinational circuits.

**STRUCTURAL ADAPTATION**

Evolution, development, and learning in living beings imply several types of morphological modifications where the organism structure is involved. Learning and development, closely related, are characterized by a high brain plasticity with a very high rate of neural and synaptic birth and death. Moreover, the whole development process from a single cell to a complete organism implies a highly dynamic structural construction. Evolution, acting in a larger time-scale, also exhibits morphological changes in species from one generation to the next. One can thus identify several types of structural adaptation in living beings, which can happen at different time-scales at both individual and species level.

In bio-inspired reconfigurable hardware systems, structural adaptation is related to major system modifications. It basically refers to topology modifications of the computation engine by modifying; for instance, the number or the type of membership functions in a fuzzy system, the size or the neighborhood of cellular automata, or the connectivity in a neural network. Structural adaptation is mainly associated with the phylogenetic and ontogenetic axes. The phylogenetic axis of bio-inspired hardware, better known as evolvable hardware (EHW), mainly targets the building of logical circuits, implying an architectural construction of the circuit. The ontogenetic axis requires a circuit to be constructed from a genetic description, given a developmental rule. Some examples are the works presented by Haddow et al. (2001) and Roggen et al. (2007). A hardware platform must consequently provide the required flexibility for supporting individuals with the diversity exhibited by genetic descriptions and developmental rules.

Bringing structural flexibility to hardware is very expensive in terms of logic resources, since one must provide a certain configurability that provides such flexibility. In the EHW field, this configurability has been provided by building custom evolvable chips or by using virtual reconfigurable architectures, as introduced in the section “Evolvable hardware devices,” with the high costs and inefficiency that those solutions can imply.

In this section, we introduce two approaches for modifying the structure of the computation engine by means of partial reconfiguration: a coarse-grained and a fine-grained approach. The main advantage over previous work is the cost efficiency achieved by the partial reconfigurability of commercial FPGAs. “Topology evolution of ANNs: a coarse grained approach” presents a technique for evolving a layered spiking neural network by means of modular evolution. Subsection “Topology generation for Random Boolean Networks: a fine-grained approach” presents a fine-grained approach, where modifications are not performed at a layer level, but at the level of individual connections by means of bit-string evolution.
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Topology Evolution of ANNs: A Coarse-Grained Approach

The coarse-grained approach presented in this section considers modules as the lowest-level reconfigurable part of a system. A module can contain a neural network layer, a fuzzy logic inference rule, or a stage in a multistage filter. It is based on the methodology of modular evolution, where the module size determines the level of granularity of the reconfiguration. As an example, this section presents the case of evolution of layered spiking neural networks. Different partial configuration bit-strings implementing layer topologies are available for each one of the modules. Then, from a repository of layers, an EA determines the set of layers most adequate for solving the problem. In this way, each layer performs a part of the whole computation.

This type of network fits well into the concept of modular artificial neural networks (Ronco and Gawthrop, 1995). Modular ANNs insert a level of hierarchy by considering a network as a set of interconnected modules. At the same time, these modules contain the neurons which are the basic computing nodes for both modular and traditional ANNs. From a bio-inspired perspective, modular ANNs are more biologically plausible than their plain counterparts. The brain is not just a bunch of interconnected neurons, but there are specific areas in the brain in-charge of specific tasks.

Another possible approach is the evolution of ANN ensembles (Liu and Yao, 1997). In this case, each module could contain an independent ANN, and an EA would manage a population of them. At the end of the evolution, the provided solution would not be a single ANN, but a set composed of the best individuals. The mapping genotype-phenotype can involve the parametric adaptations already described, as well as the fine-grained topological adaptations that will be described in the next subsection.

The module-based DPR approach fits well for evolving modular topologies. The main consequence of the features of DPR is a modular structure, where each module communicates solely with his neighbor modules. This structure matches well with a layered neural-network topology presented in Upegui et al. (2005), where each reconfigurable module contains a sub-network. Inputs and outputs of the full network are fixed at design time, while each sub-network can have any kind of internal connectivity, connections among sub-networks are fixed and restricted to neighboring sub-networks.

For each module, there exists a pool of different possible configurations. Each configuration contains a sub-network topology (i.e. a certain number of neurons with a given connectivity). As illustrated in figure 6, each module can be configured with different layer topologies, provided that they offer the same external view (i.e. the same inputs and outputs). Several generic layer configurations are generated to obtain a library of layers, which may be used for different applications.

Figure 6. Layout of the reconfigurable network topology
A simple genetic algorithm (GA) is responsible for determining which configuration bit-string is downloaded to the FPGA. The GA considers a full network as an individual. For each application the GA may find the combination of layers that best solves the problem. Input and output fixed modules contain the required logic to code and decode external signals and to evaluate the fitness of the individual depending on the application (the fitness can also be evaluated off-chip). As in any GA the phenotype is mapped from the genome, in this case the combination of layers for a network. Each module has a set of possible configurations and an index is assigned to each configuration. The genome is composed of a vector of these indices.

In a more general framework, one can consider this reconfigurable network as an example of the modular ANN described at the beginning of this subsection. Related work about evolution of modular ANN has been reported in Happel and Murre (1994), where they use modules which are able to categorize and learn in an autonomous way, with an architecture which is evolved at the same time. They thus present, a system involving architectural modular evolution along with individual learning. Such a system fits well in the proposed coarse-grained structural adaptation, where each ANN module corresponds to a reconfigurable module. Learning is performed as a parametric adaptation inside each one of the modules by updating some registers’ values.

**Topology Generation for Random Boolean Networks: A Fine-Grained Approach**

Regular topologies have been shown to perform well for several problems. Layered ANNs are widely used for classification and control tasks, while Cellular Automata dynamics have been widely studied, as they exhibit interesting emergent behaviors. However, biological systems don’t use such regular connectivity, it being a critical point when building systems targeting self-adaptation and emergence. An example of a different approach for connecting systems is that of Random Boolean Networks (RBN), a set of randomly interconnected nodes computing different boolean functions (Gershenson, 2002).

Several approaches using arbitrary connectionism have been shown to perform well for several applications. Jaeger and Haas (2004) have shown the suitability of echo state networks (randomly connected recurrent ANNs) to predict chaotic time series, improving accuracy by a factor of 2400 over previous techniques. Maass et al. (2002) present their liquid state machines (randomly connected integrate and fire neurons), which are able to classify noise-corrupted spoken words.

As presented in the background, Xilinx FPGAs can be partially reconfigured by using several design flows. This subsection presents a system exhibiting the maximum autonomy and the maximum flexibility. An FPGA system can self-reconfigure for evolving a part of the circuit in a way similar to the system presented in the subsection “Cellular Automata” for evolving CA. However, unlike CA, this section presents a system with flexible topology. Topological modifications are based on the configuration bit-string description of Upegui and Sanchez (2006a) for dynamically modifying multiplexers’ configuration.

A hardware architecture of a cellular system allowing a completely arbitrary connectionism constitutes a very hard routing problem. The main problem faced is scalability. Increasing the array size implies not only increasing the number of cells but also the size of the multiplexers selecting the nodes' inputs. This fact increases the resource requirements exponentially when increasing the amount of nodes. This subsection presents an RBN cell array that allows full implementation scalability. It allows connecting any node with any other; however, some constraints must be respected when creating new connections.

Figure 7 illustrates the RBN cell array: it consists of an array of identical elements, each one containing a rule implemented in a look-up-table (LUT), a flip-flop storing the cells’ state, and flexible routing resources implemented in the form of multiplexers.
In the 2-d case, each cell has 4 inputs and 4 outputs corresponding to its four cardinal points: north, west, south, and east, which fits well with the current 2-d fabrication technology of integrated circuits. Additional dimensions would require two more inputs per dimension.

An output from the cell can be driven by the cell’s state or by any other input, allowing the outputs to act as a bypass from distant cell’s states. In a typical 2-d CA, outputs would always be driven by the cell’s state. A cell’s state is updated by a rule (a boolean function). As cell outputs, rule inputs can be driven by any input or by the cell’s state. If two multiplexers select the same driver, the 4-inputs rule becomes a 3-inputs rule, with the possibility of becoming a 1-input rule if all multiplexers select the same input.

In Upegui and Sanchez (2006a), there are presented 3 approaches of generating a random connectionism in this array, with discussion about how to implement them and what problems can arise in each of them. The first approach consists of randomly generating the sources for each node by randomly assigning a cell for driving each cell’s input. The second approach consists of randomly assigning values to multiplexers’ selections. The third approach, and the one implemented in this work, consists of randomly generating values of multiplexers’ selections, while forcing random drivers for floating nets.

They use the same system setup previously described in the subsection “Cellular Automata” for evolving the non-uniform CA (see figure 4). The only difference is that instead of the 1-d CA they used an array of the RBN cells of figure 7. The HWICAP module allows the MicroBlaze to read and write the FPGA configuration memory through the Internal Configuration Access Port (ICAP) at run time, enabling the adaptation algorithm to modify the RBN connections and boolean rules during the circuit’s operation.

The RBN cell is implemented as a hard-macro. It is implemented by using the four slices in a CLB. The RBN cell has 4 inputs and outputs from and to its neighbors. Four additional signals are included for system control: CLK, EN, RST, and an output signal for observing the cell’s state. A common alternative to using the FPGA’s low level resources would be to define the RBN cell as a virtual reconfigurable circuit. In this case, the reconfigurable circuit is described by a high level language and further synthesized, placed, and routed by automatic tools. Implementing the RBN cell in this way, would require 18 Virtex-II slices (5 CLBs), while implementing it by defining a hard-macro for further reconfiguring the logic supporting it requires only 4 slices (1 CLB). In this way, using a virtual reconfigurable substrate would imply an overhead of $x4.5$ respective to the implementation in the actual FPGA LUTs and multiplexers.
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This system has been validated with the implementation of a 5x6 RBN cell array. After defining an initial random network, an evolutionary algorithm evolved the boolean functions for solving the firefly synchronization problem. In a more general case, this non-regular network can be used for modeling evolving and/or developmental neural systems, gene regulatory networks, or any type of network model featuring a dynamic topology.

CONCLUSION

This chapter presented a set of methodologies and architectures for the conception of bio-inspired self-reconfigurable systems by exploiting the current commercial FPGA’s dynamic partial reconfigurability. The methodologies for evolving bio-inspired architectures proposed in this chapter allow three different layers of abstraction. The modular evolution allows a high abstraction level, where the basic components used by the evolution are large functional modules such as ANN layers or fuzzy systems stages. The node evolution involves an intermediate level of abstraction, where the basic components used by the evolution are small functional modules, such as logic gates, neurons, or fuzzy rules. The third methodology, bit-string evolution, involves the lowest abstraction level, where the evolution directly determines the configuration bit-string reconfiguring the FPGA, and provides the possibility of executing the evolution on-chip and on-line.

These methodologies have been applied to several bio-inspired architectures. The implementation of the architectures, along with the methodologies, is based on a model composed of two main components: a computation engine and an adaptation mechanism. The computation engine constitutes the bio-inspired architecture computing the solution. In this chapter these computation engines are presented in the form of spiking neural networks, fuzzy systems, cellular automata, and Random Boolean Networks. The adaptation mechanism, on the other hand, allows the computation engine to adapt for performing a given computation; two basic types of adaptation are proposed: parametric and structural. Parametric adaptation mainly deals with the adjustment of functional parameters, while structural adaptation deals with topological modifications. This adaptation can be present in the form of evolution, synaptic weight learning, or any other global or local optimization algorithm.

The proposed systems, along with the proposed bio-inspired architectures and algorithms, allow a system-on-chip to self-reconfigure in order to adapt the hardware supporting it, in a completely autonomous way. The main advantage of the proposed approach is that, unlike existing self-reconfigurable platforms, it is not required to specify every possible architecture to be implemented at design time, but it is the platform itself which determines it on-line in a completely autonomous way.

In the framework of a more general scope, dynamic self-reconfigurable adaptive systems can be seen as the next step towards bio-inspired hardware systems exhibiting real adaptability. Current systems still require a high degree of human intervention and a very restricted level of adaptability to changing conditions. Future work must tackle these issues by inspiration from the adaptability features observed in living beings. Among these features we can identify a full autonomy, a development driven by environmental and physical constraints instead of human imposed constraints, and a support for structural and parametric adaptation. These approaches will not be used for tackling high performance or critical applications because adaptation is typically not a necessity for them. They may mainly be used in pervasive systems which interact with changing environments and are difficult to upgrade manually. Some examples are human-interaction devices, space devices, or environmental monitoring networks.
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Moving towards this direction imposes a set of challenges that may be tackled by advanced engineering and methodologies. Current commercial reconfigurable devices exhibit important limitations: they are expensive, highly power-consuming, and they offer limited reconfiguration capabilities. Future trends towards nanotechnologies may help to tackle these issues. Another current limitation is scalability at several levels. EAs have shown to be limited in the size of genome they can deal with, which is critical when solving discrete problems as digital systems. This problem has been tackled through ontogenetic hardware approaches (Haddow et al., 2001; Roggen et al., 2007) where, starting from a genetic description, the individual develops its architecture driven by construction rules or by interactions with its environment. These devices may also interact among them, making scalability at network level another important issue. These limitations, in general, may not constitute a real obstacle for future works but a set of constraints that will become softer with time.
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ABSTRACT
This chapter presents a new face recognition system comprising of feature extraction and the Lyapunov theory-based neural network. It first gives the definition of face recognition which can be broadly divided into (i) feature-based approaches, and (ii) holistic approaches. A general review of both approaches will be given in the chapter. Face features extraction techniques including Principal Component Analysis (PCA) and Fisher’s Linear Discriminant (FLD) are discussed. Multilayered neural network (MLNN) and Radial Basis Function neural network (RBF NN) will be reviewed. Two Lyapunov theory-based neural classifiers: (i) Lyapunov theory-based RBF NN, and (ii) Lyapunov theory-based MLNN classifiers are designed based on the Lyapunov stability theory. The design details will be discussed in the chapter. Experiments are performed on two benchmark databases, ORL and Yale. Comparisons with some of the existing conventional techniques are given. Simulation results have shown good performance for face recognition using the Lyapunov theory-based neural network systems.
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INTRODUCTION

Automatic recognition of human faces in dynamic environments has gained a great deal of interest from the communities of image processing, pattern recognition, neural network, biometric and computer vision in the past couple of decades. The active research in face recognition has stimulated the rapid development of numerous applications, including access control, human computer interfaces, security and surveillance, e-commerce, etc. In this chapter, we first give an overview of face recognition. In general, research on face recognition can be grouped into two categories: (i) feature-based approaches and (ii) holistic approaches. Feature-based approaches extract local features such as eyes, nose, mouth and so on to perform spatial face recognition while holistic approaches match the faces as a whole for recognition (Mian, 2007).

Recently, artificial neural networks (ANNs) have been widely applied in face recognition for the reason that neural network based classifiers can incorporate both statistical and structural information to achieve better performance than the simple minimum distance classifiers (Chellappa et al., 1995). There are two structures of ANNs commonly in use, namely Multilayered neural network (MLNN) and Radial Basis Function neural network (RBF NN). MLNNs are popular in face recognition due to their good learning generalization for complex problems (Jain et al., 1999). The conventional training of MLNNs is mainly based on optimization theory. In order to search an optimal solution for MLNNs, a number of weight updating algorithms have been developed. The gradient-based backpropagation (BP) training algorithms are widely used (Valentin et al., 1994). It is well-known that gradient-based BP training algorithms may have a slow convergence in practice. The search for the global minimum point of a cost function may be trapped at local minima during gradient descent. Furthermore, the global minimum point may not be found, if the MLNN has large bounded input disturbances. Therefore, fast error convergence and strong robustness of the MLNN with the gradient-based BP algorithms may not be guaranteed.

Alternatively, RBF NNs have been applied to many engineering and scientific applications including face recognition (Er et al., 2002; Yang & Paindavoine, 2003). RBF NNs possess the following significant properties: (i) universal approximators (Park & Wsandberg, 1991), and (ii) simple topological structure (Lee & Kil, 1991) which allows straightforward computation using a linearly weighted combination of single hidden-layer neurons. Due to the linear-weighted combiner, the weights can be determined using least mean square (LMS) and recursive least square (RLS) algorithms. However, these algorithms suffer from several drawbacks and limitations. LMS is highly dependent on the autocorrelation function associated with the input signals and slow convergence. RLS, on the other hand, provides faster convergence but it depends on the implicit or explicit computation of the inverse of the input signal’s autocorrelation matrix. This not only implies a higher computational cost, but it can also lead to instability problems (Mueller, 1981). Other gradient search-based training algorithms also suffer from the so-called local minima problem, i.e., the optimization search may stop at a local minimum of the cost function in the weight space if the initial values are arbitrarily chosen. For example, the cost function has a fixed structure in the weight space after the expression of the cost function is chosen. The parameter update law is only a means to search for the global minimum and is independent of the cost function in the weight space.

To overcome the aforementioned problems, a new approach for face recognition using Lyapunov theory-based neural network is presented as illustrated in Figure 1. To further reduce the input dimensions, feature extraction techniques are applied before Lyapunov theory-based neural classifier. First,
high dimensional data are applied to **Principal Component Analysis** (PCA) to extract the most expressive features, followed by **Fisher’s Linear Discriminant** (FLD) to obtain the most discriminating features for dimensionality reduction. Next, these features are passed to Lyapunov theory-based neural classifier for classification. The optimization techniques based on Lyapunov stability theory are adopted from Man et al. (1999, 2006) and Seng et al. (1999, 2002). Unlike gradient-based training algorithms, Lyapunov adaptive techniques are not used for searching the global minimum point along the cost-function surface in the weight or parameter space. They are aimed at constructing an energy surface with a single global minimum point through the adaptive adjustment of the weights or parameters as time goes to infinity. The classification error can then asymptotically converge to zero. Another important characteristic of the Lyapunov adaptive techniques is that, the effects of the noise disturbances can be eliminated through adaptively updating the weights using the Lyapunov stability theory.

In this chapter, the basic knowledge of face recognition techniques, face features extraction methods and ANNs will be discussed in the background. The detail of designing Lyapunov theory-based neural classifiers based on Lyapunov stability theory will be presented subsequently. For performance evaluation, experiments are conducted on two benchmark face databases: ORL (*Olivetti Research Laboratory*) and Yale. Comparisons with some of the existing conventional techniques are given as well. Meanwhile, the future research trends on Lyapunov theory-based neural networks will be suggested at the end of this chapter.

**BACKGROUND**

Face recognition is a critical task in human-interaction computerized machine. The key point of face recognition is to automatically distinguish individuals from still images or videos utilising facial appearance such as eyes, nose, mouth, chin and other facial features. It scans a person’s face and finds the similarities against a known database. For surveillance and cognitive ability, face recognition systems are nowadays extensively applied to intelligent systems. There are various advanced face recognition techniques being developed for the same ultimate goal: identifying faces efficiently and accurately under any circumstances. Generally, face recognition techniques can be classified into two major categories: (i) feature-based approaches (Bobis et al., 1999; Cagnoni & Poggi, 1999; Ergin & Gülmezoğlu, 2008; Li et al., 2007; Martinez, 1999; Yan et al., 2007), and (ii) holistic approaches (Bellumeur et al., 1997; Hu et al., 2008; Gul, 2003; Kirby & Sirovich, 1990; Sirovich & Kirby, 1987; Zhao et al., 2003).

A feature-based approach, proposed by Bobis et al. (1999), was used to perform extraction and measurement of salient features regarding the distance and angle between the local facial features such as eyes, nose and mouth for identifying faces. Meanwhile, Cagnoni & Poggi (1999) segmented the facial
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features and then transformed them into PCA subspace for better matching results. Martinez (1999) divided face into a few regions followed by PCA transformation. Hidden Markov Models (HMMs) are therefore used to match the facial features for each candidate. In addition, Li et al. (2007) characterized facial features by spatial frequency, spatial locality and orientation selection using Gabor wavelet. After that, they performed common vector analysis in kernel space. Ergin & Gülmezoğlu (2008) split a facial region into four different partitions, i.e. right eye, left eye, nose and mouth. These features are extracted and applied to Common Vector Approach for face recognition.

On the other hand, the holistic approach is widely used in face recognition because it extracts extremely represented features from the whole face region with respect to the pixels' intensity values. As an operation, holistic face recognition tries to spot the global facial representations to distinguish faces. It is then followed by cross correlation on the input data compared with database images to seek for the best match (Zhao et al., 2003). There are two widely used eigenspace representations of the face region, namely PCA (Sirovich & Kirby, 1987; Kirby & Sirovich, 1990) and FLD (Belhumeur et al., 1997). PCA is often used to reduce multidimensional data sets to lower dimensions in a subspace for analysis. Likewise, FLD transforms input data to the eigenspace to obtain the discriminant feature points. Other feature extraction techniques such as Discrete Wavelet transform (DWT) (Hu et al., 2008; Jong-Bae & Hang-Joon, 2002) and Discrete Cosine Transform (DCT) (Er et al., 2005; Hafed & Levine, 2001) are applied to reduce image dimension in frequency space.

ANNs have been successfully applied to face recognition because neural network based classifiers can incorporate both statistical and structural information to achieve better performance than the simple minimum distance classifier (Chellappa et al., 1995). The main advantages of applying ANNs to face recognition can be listed as follows: (i) prior knowledge of statistical data is unnecessary, (ii) inherent parallelism, (iii) fault tolerance, (iv) flexibility, and (v) fast classification (Jain et al., 1999, p.291). Two structures of ANNs that are normally found in face recognition are RBF NN (Er et al., 2002, 2005; Thomaz et al., 1998; Zhou et al., 2007) and MLNN (Lin et al., 1997; Midorikawa, 1988; Nazeer, 2007; Perry & Carney, 1990; Solheim et al., 1992). Generally, high dimensional data are fed into neural networks for classification. However, high dimensional images are highly redundant, and at the same time increase the complexity of neural systems as well as the network training time. To reduce high dimension input data, face feature extraction techniques are required to reduce the dimension of input image before classification. The following two sections discuss the details of (i) face features extraction, and (ii) classification using ANNs.

**Face Features Extraction**

Extracting proper features is essential for satisfactory design of any face classifier. Traditionally, PCA has been the standard approach to reduce the high-dimensional original pattern vector space into low-dimensional feature vector space. Numerous studies (Belhumeur et al., 1997; Swets & Weng, 1996; Wang & Tang, 2004; Nazeer, 2007) have been performed between FLD and PCA on face recognition. Wang & Tang (2004) attempted to unify all these subspace methods under the same framework. In this section, PCA is used to reduce the high dimensional input data and generate the most expressive features. FLD is then implemented to generate a set of the most discriminating features.
Principal Component Analysis (PCA)

PCA is used to extract mostly significant features of the multidimensional image in order to reduce raw data dimension. Since Sirovich & Kirby (1987) has proposed the eigenfaces approach based on PCA mathematical tools, the growth of the face recognition technology has dramatically increased. With the Karhunen-Loève (KL) transform, the dimensionality of the face pattern is greatly reduced and represented by salient feature vectors. The features in PCA subspace provide more salient and richer information for recognition than the original image (Stan & Anil, 2004).

Let the original image $Z_i$ be a two-dimensional $m \times m$ array. The image is first converted to a vector of dimension $m^2$. Training images are denoted as $Z = (Z_1, Z_2, ..., Z_n) \subset \mathbb{R}^{m^2n}$ where $n$ is the number of classes. An assumption is made that each image belongs to one of the classes. The covariance matrix (Fukunaga, 1990; Turk & Pentland, 1991) is then defined as:

$$\Gamma = \frac{1}{n} \sum_{i=1}^{n} (Z_i - \overline{Z})(Z_i - \overline{Z})^T = \Phi \Phi^T$$

(1)

where $\Phi = (\Phi_1, \Phi_2, ..., \Phi_n) \subset \mathbb{R}^{m^2}$ and $\overline{Z} = \frac{1}{n} \sum Z_i$

Subsequently, eigenvalues and eigenvectors of the covariance $\Gamma$ are calculated. Let $U = (U_1, U_2, ..., U_n) \subset \mathbb{R}^{m^2}$ ($r < n$) be the $r$ eigenvectors corresponding to the $r$ largest eigenvalues. The corresponding eigenface-based feature $X \subset \mathbb{R}^{rm}$ of the original images $Z \subset \mathbb{R}^{m^2}$ can be obtained by projecting $Z$ into the eigenface space as:

$$X = U^T Z$$

(2)

Fisher’s Linear Discriminant (FLD)

Belhumeur et al. (1997) proposed FLD to further discriminate the PCA data which are largely affected by the illumination and expression changes. FLD is applied to obtain the most invariant feature of facial images. It selects the linear subspace $E$, which maximizes the ratio:

$$\frac{|E^T S_b E|}{|E^T S_w E|}$$

(3)

Let the set of training samples in the eigenface space be $X = (X_1, X_2, ..., X_n) \subset \mathbb{R}^{rm}$. To find an optimal low-dimensional subspace, the between-class scatter and the within-class scatter are defined in (4) and (5) respectively.

$$S_b = \sum_{i=1}^{c} n_i (\overline{X}_i - \overline{X})(\overline{X}_i - \overline{X})^T$$

(4)
A Lyapunov Theory-Based Neural Network Approach for Face Recognition

Figure 2. Radial basis function neural network

\[ S_W = \sum_{i=1}^{c} \sum_{X \in i} (X_k - \bar{X}_i)(X - \bar{X}_i)^T \]  

(5)

where \( c \) represents the number of classes and \( n' \) is the number of \( i \)-th class data. The maximum dimension of linear subspace, \( E \) is \( c-1 \). The discriminating feature vectors \( P \) projected from the PCA to the optimal subspace can be calculated as follows:

\[ P = E_{\text{optimal}}^T X \]  

(6)

where \( E_{\text{optimal}} \) is the FLD optimal projection matrix (Fukunaga, 1990; Swets & Weng, 1996).

Other Methods

Other feature extraction methods, such as Discrete Cosine Transform (DCT) based feature transform and Discrete Wavelet Transform (DWT) based feature transform are used to reduce the image dimensionality. DCT (Er et al., 2005; Hafed & Levine, 2001) is a discrete-time version of the Fourier-Cosine series technique. It provides a better approximation of a signal with fewer coefficients in real value. Therefore, DCT is applied on facial images for image size reduction and illumination removal. DWT (Hu et al., 2008; Jong-Bae & Hang-Joon, 2002) is, in general perspective, used to analyze data in frequency domain. Images are decomposed into four sub-bands representation with two-dimensional DWT. The four blocks of decomposition are the approximation coefficients and three detailed coefficients. The details include the horizontal, vertical, and diagonal coefficients. The lower frequency of sub-band is significantly preserved to represent the original data while the higher frequency data suffers from some data loss.
Classification Using Artificial Neural Networks (ANNs)

ANNs are widely used for pattern classification or recognition. Face images are first transformed into a column vector and fed into the ANN as input. The input of the ANN is set to be the image size while the output represents the number of tasks to be classified. Two types of ANNs that are normally used for classification – RBF NN and MLNN are discussed in the following sections.

Radial Basis Function Neural Network (RBF NN)

The traditional three-layer RBF NN, shown in Figure 2, is employed for face recognition. Such a network implements an input-output mapping: \( \mathbb{R}^n \rightarrow \mathbb{R}^m \). Let the first layer of input vector, \( \mathbf{X}^{(1)} \) to be \( \mathbf{P} \in \mathbb{R}^n \) where \( \mathbf{P} = [p_1, p_2, \ldots, p_n]^T \). The RBF centers are denoted as \( C_j \in \mathbb{R}^n \) \((1 \leq j \leq u)\). Each RBF unit is defined as:

\[
X_j^{(2)}(P) = \exp\left(-\frac{||\mathbf{X}^{(1)} - C_j||^2}{\sigma_j^2}\right), \quad j = 1, \ldots, u
\]  

where \( ||\cdot|| \) indicates the Euclidean norm on the input space while \( \sigma_j \) is the Gaussian width of the \( j \)-th RBF unit. The vector form generated after the RBF neurons is given in (8).

\[
\begin{bmatrix}
\psi(||\mathbf{X}^{(1)} - C_1||^2) \\
\psi(||\mathbf{X}^{(1)} - C_2||^2) \\
\vdots \\
\psi(||\mathbf{X}^{(1)} - C_u||^2)
\end{bmatrix} = 
\begin{bmatrix}
X_1^{(2)} \\
X_2^{(2)} \\
\vdots \\
X_u^{(2)}
\end{bmatrix}
= \begin{bmatrix}
\psi(||\mathbf{X}^{(1)} - C_1||^2) \\
\psi(||\mathbf{X}^{(1)} - C_2||^2) \\
\vdots \\
\psi(||\mathbf{X}^{(1)} - C_u||^2)
\end{bmatrix} \mathbf{X}^{(2)} = \mathbf{X}^{(2)}
\]

where the function \( \psi(\cdot) \) is the radial basis function. Consider that the hidden nodes are linearly mapped to the output with the weights in the matrix form as shown in (9).

\[
\begin{bmatrix}
w_{1,1} & w_{1,2} & \cdots & w_{1,u} \\
w_{2,1} & w_{2,2} & \cdots & w_{2,u} \\
\vdots & \vdots & \ddots & \vdots \\
w_{m,1} & w_{m,2} & \cdots & w_{m,u}
\end{bmatrix} = 
\begin{bmatrix}
w_{1,1} & w_{1,2} & \cdots & w_{1,u} \\
w_{2,1} & w_{2,2} & \cdots & w_{2,u} \\
\vdots & \vdots & \ddots & \vdots \\
w_{m,1} & w_{m,2} & \cdots & w_{m,u}
\end{bmatrix}
= \mathbf{W}
\]

RBF network establishes a linear function mapping in the output layer. By multiplying equations (8) and (9), the weighted hidden values are summed to be the output vector, \( \mathbf{Y} \) as follows:

\[
\mathbf{Y} = \mathbf{W} \mathbf{X}^{(2)}
\]
where \( \mathbf{Y} = [y_1, y_2, \ldots, y_m] \) and each output node has the relationship in (11).

\[
y_r(P) = \sum_{j=1}^{u} X_r^{(2)} w_{r,j}, \quad r = 1, \ldots, m
\]  

(11)

Two important parameters are associated with each RBF unit. They are center \( c_j \) and gaussian width \( \sigma_j \). Every center should well represent the corresponding subclass because the classification in RBF NN is mainly measured based on the distances between the input samples and the centers of each subclass. There are different strategies to select RBF centers (Haykin, 1994). These strategies can be classified into supervised (Er et al., 2002, 2005) and unsupervised algorithms (Leonard & Kramer, 1991; Moody & Darken, 1989; Musavi, et al., 1991; Yang & Paindavoine, 2003). Once centers are well selected, the network starts learning the training data with the weight updating scheme.

Learning algorithm plays an important role in updating the weight between hidden and output layer of RBF NN. Conventional RBF with LMS algorithm (Nehrottra et al., 1996; Virginia, 2000) is trained using the gradient descent method which finds the negative gradient on the error curve. It suffers from slow convergence and is trapped in the local minima instead of global error. On the other hand, conventional RBF using RLS method (Birgmeier, 1995; Simon, 2002) computes the inverse of autocorrelation matrix associated with the input data to update the system weights. However, the inversion of RLS algorithm gives instability of system convergence and increases computational cost.

**Multilayered Neural Network (MLNN)**

A simple feedforward MLNN with one hidden layer is shown in Figure 3. Unlike RBF NN, the activation function of MLNN neurons can be hard-limiter, linear, sigmoid and others. The performance of MLNN system is greatly dependent on the weight updating. Hence, an effective weight updating law with fast weight convergence and error minimization is important. MLNN updates weights recursively in order to do the pattern classification. Weights are connected from every node of \( s-th \) layer to the nodes in
(s+1)-th layer where s is the layer’s number of the system. Consider that the three layered MLNN has the weight arrangement in (12) & (13):

\[
W^{(1)} = \begin{bmatrix}
    w^{(1)}_{1,1} & w^{(1)}_{1,2} & \cdots & w^{(1)}_{1,n} \\
    \vdots & \vdots & & \vdots \\
    w^{(1)}_{n,1} & \cdots & \cdots & w^{(1)}_{n,n}
\end{bmatrix} = \begin{bmatrix}
    w^{(1)T}_1 \\
    \vdots \\
    w^{(1)T}_n
\end{bmatrix}
\]

(12)

\[
W^{(2)} = \begin{bmatrix}
    w^{(2)}_{1,1} & w^{(2)}_{1,2} & \cdots & w^{(2)}_{1,n} \\
    \vdots & \vdots & & \vdots \\
    w^{(2)}_{n,1} & \cdots & \cdots & w^{(2)}_{n,n}
\end{bmatrix} = \begin{bmatrix}
    w^{(2)T}_1 \\
    \vdots \\
    w^{(2)T}_n
\end{bmatrix}
\]

(13)

where \( W^{(1)} \) is the weight link between \( n \)-th input and \( u \)-th hidden nodes while \( W^{(2)} \) is the weight connection between \( u \)-th hidden nodes and \( m \)-th outputs.

Let \( X^{(1)} = P \in \mathbb{R}^n \) where \( P = [p_1, p_2, \ldots, p_n]^T \) be the input vector. The hidden layer has \( u \) nonlinear nodes. The output of the hidden nodes gives the response as in (14) & (15).

\[
z_j = \sum_{i=1}^{n} X^{(1)}_i w^{(1)}_{j,i}
\]

(14)

\[
X^{(2)}_j = F \left( z_j \right)
\]

(15)

where \( F(\cdot) \) is the nonlinear function on hidden nodes.

Subsequently, the weighted sum value of the hidden layer is fed into the \( m \)-th output node, \( y_r \) which is defined as:

\[
z_r = \sum_{j=1}^{u} X^{(2)}_j w^{(2)}_{r,j}
\]

(16)

\[
y_r = G \left( z_r \right)
\]

(17)

where \( G(\cdot) \) is the nonlinear function on output nodes and \( r = 1, 2, \ldots, m \). Both nonlinear vector functions \( F(\cdot) \) and \( G(\cdot) \) are assigned to be the sigmoid function where

\[
G(\cdot) = F(\cdot) = \frac{1}{1 + e^{-\beta \cdot (\cdot)}}
\]

(18)

and \( \beta \) is a positive constant.
The conventional MLNN (Nehrotra, 1996) is trained using BP method in order to update the weights as well as to minimize the error of the network. The BP method uses the gradient descent algorithm to search for the global minimum in the error surface. It is known that the standard BP training algorithm suffers from slow convergence in practice, and the search for the global minimum point of a cost function may be trapped at local minima. In addition, the global minimum point may not be found if the MLNN has large bounded input disturbances. To solve the abovementioned problems, the Lyapunov theory-based neural networks are designed and discussed in the next section.

CLASSIFICATION USING LYAPUNOV THEORY-BASED RBF NN

Lyapunov stability theory was proposed by a Russian mathematician, A.M. Lyapunov (1892). The basic definition of Lyapunov stability theorem is stated in Vidyasagar (1993, p.157). Consider a function $V(x(t)) : \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R}$ and time-dependent input $x(t) \in \mathbb{R}^n$ such that: (i) $V(x(t)) \geq 0$ with the equilibrium zero if and only if $x = 0$; (ii) $\dot{V}(x(t)) < 0$.

Then $V(x(t))$ is called a Lyapunov function candidate and the system is asymptotically stable in the sense of Lyapunov.

The idea of the Lyapunov theory-based RBF filter was first developed in Seng et al. (1999) for adaptive filtering. Other related research works can be found in Man et al. (1999, 2006) and Seng et al. (1999, 2002). The basic idea of those research works is that: The candidate of a Lyapunov function $V$ (an energy function) of the tracking error is first chosen. The weights or filter parameters are then adaptively updated, from the output layer to the input layer, to make $\Delta V < 0$. According to Lyapunov stability theory, the candidate of Lyapunov function is a true Lyapunov function of the error dynamics if the above conditions are satisfied. The training error can then asymptotically converge to zero as time goes to infinity. Unlike the gradient-based training algorithms, Lyapunov adaptive techniques are not used for searching the global minimum point along the cost-function surface in the weight or parameter space, but they are aimed at constructing an energy surface with a single global minimum point through the adaptive adjustment of the weights or parameters as time goes to infinity. The training error can then asymptotically converge to zero.

To design the Lyapunov theory-based neural classifier, Lyapunov function of errors between target outputs and RBF outputs are first defined. The weights are then adjusted based on Lyapunov theory so that errors can asymptotically converge to zero. The selected Lyapunov function has a unique global minimum in the state space. By properly choosing the weight update law in Lyapunov sense, RBF outputs can asymptotically converge to the target outputs. Lyapunov theory provides an optimization method in the state space. In this section, the design in Seng et al. (2002) is adopted and modified. The input vector $P$ is fed into the RBF node and then passed to the output by the weighted sum with the formulas given in (7)-(11). Initially, for the given desired response $d_r(k)$ of each output node at discrete time $k$, the Lyapunov function is chosen as:

$$V(k) = e^2_r(k)$$

(19)

$$V(k) = (d_r(k) - w^T_r(k)X^{(2)}(k))^2$$

(20)
The $V(k)$ is well selected based on the Lyapunov stability theory. As stated in (Seng et al., 2002), the adaptive gain function is selected to be of the form in (21).

$$g_r(k) = \frac{X(k)}{\|X(k)\|} \left[ 1 - \kappa \frac{e_r(k-1)}{\alpha_r(k)} \right]$$ \hspace{1cm} (21)

where $0 \leq \kappa < 1$.

Therefore, weights are updated based on the multiplication of gain and the a priori error denoted in (22).

$$w_r(k) = w_r(k-1) + g_r(k)\alpha_r(k)$$ \hspace{1cm} (22)

where the estimation of a priori error $\alpha_r(k)$ is defined as follows:

$$\alpha_r(k) = d_r(k) - w^T_r(k-1)X(k)$$ \hspace{1cm} (23)

In order to prevent the singularities of the gain $g_r(k)$, the equation (21) is modified as:

$$g_r(k) = \frac{X(k)}{\lambda_1 + \|X(k)\|^2} \left[ 1 - \kappa \frac{e_r(k-1)}{\alpha_r(k)} \right]$$ \hspace{1cm} (24)

where $\lambda_1$ and $\lambda_2$ are small positive integers.

For face recognition, the Lyapunov theory-based RBF network has to be extended to multi-outputs or $r$-output neurons because there are, in general, numbers of faces to be recognized. Hence, the Lyapunov theory has to be modified as well for multi-outputs.

**Remark 1:** The theoretical design of Lyapunov theory-based RBF neural system is shown in Appendix A. Lyapunov function $V(k)$ is important in constructing a new cost-function of the system. Compared to conventional gradient searching algorithm, Lyapunov-based system constructs the error in the state space with a single minimum point. Regarding the Lyapunov stability theory, $V(k)$ should be selected such that $\Delta V(k) = V(k) - V(k-1) < 0$. For $r$-output RBF network, $V(k)$ is chosen as in (20). With the parameters pre-defined in expressions (21)-(23), it is proved that $\Delta V(k)$ is a negative value.

**Remark 2:** Proof of error convergence is shown in Appendix B. By applying the Lyapunov function, the error converges to zero exponentially as time increases to infinity. For $r$-output RBF NN, the classification error $e_r(k)$ is proved to be asymptotically approaching zero as training time increases. It is noted that the error convergence rate is dependent on the positive constant, $\kappa$. For faster error convergence, $\kappa$ should remain a small value, $0 \leq \kappa < 1$.

**Remark 3:** With the modified adaptive gain (24), the error can converge to a ball centered. The proof of error convergence and analysis for $r$-output RBF NN can be easily obtained by modifying the proof in this reference (Seng et al., 2002).
CLASSIFICATION USING LYAPUNOV THEORY-BASED MLNN

Weights update laws in linear RBF neural network cannot be directly applied to adjust the weights of MLNN. Therefore, the modified Lyapunov theory-based neural classifier is needed for MLNN.

For \( \{p_r\} \in \mathbb{R}^n \) and \( \{y_r\} \in \mathbb{R}^m \), a linear function \( h: \mathbb{R}^n \rightarrow \mathbb{R}^m \) which maps \( \{p_r\} \) to \( \{y_{\hat{r}}\} \) has to be created. By finding the linear mapping \( h(\cdot) \), the MLNN system weights in (12)-(13) have to be rearranged in a linear form in the representation of \( \theta_r \) as follows:

\[
\theta_r = \begin{bmatrix}
    w_r^{(2)} \\
    w_r^{(1)} \\
    \vdots \\
    w_r^{(1)} 
\end{bmatrix}
\]

for \( r = 1, 2, \ldots, m \) \hspace{1cm} (25)

The modified weight, \( \theta_r \), has \( M \)-dimensional structure in \( r \)-th output node where \( M = u(n + 1) + (u + 1) \). Thus, the functional mapping from \( p_r \) to \( y_r \) is defined as the relationship:

\[
y_r = h(\cdot, p_r) \hspace{1cm} (26)
\]

Assume that the MLNN output has desired output, \( \{d_r\} \in \mathbb{R}^m \). The system is modeled as:

\[
d_r = h(\cdot, p_r) + u_r \hspace{1cm} (27)
\]

where \( u_r \) is an observing noise.

By applying Taylor series on eq. (26) with the estimation of \( \theta_r \), it is written as follows:

\[
h(\cdot, p_r) = h(\cdot, p_r) + H_r^T(\cdot, r) + H.O.T \hspace{1cm} (28)
\]

where H.O.T is high order differentiation term and

\[
H_r = \frac{\partial h(\cdot, p_r)}{\partial \theta_r} \hspace{1cm} (29)
\]

Substituting the expression (28) into (27) and rearranging the equation, we get

\[
d_r - h(\cdot, p_r) + H_r^T(\cdot, r) = H_r^T(\cdot, r) + u_r \\
\hat{d}_r = \hat{y}_r + u_r \hspace{1cm} (30)
\]
Since the system has been linearly transformed, the input vector of MLNN system is given as the derivative matrix, \( H_r \). The derivative matrix \( H_r \) is defined as follows:

\[
\begin{bmatrix}
\frac{\partial y_r}{\partial w_{r1}^{(1)}} \\
\vdots \\
\frac{\partial y_r}{\partial w_{ru}^{(1)}} \\
\frac{\partial y_r}{\partial w_{r1}^{(2)}} \\
\vdots \\
\frac{\partial y_r}{\partial w_{ru}^{(2)}}
\end{bmatrix} =
\begin{bmatrix}
G'(z_r^{(2)})X_r^{(2)} \\
G'(z_r^{(2)})w_{r1}^{(2)}F'(z_1^{(1)})X_r^{(1)} \\
\vdots \\
G'(z_r^{(2)})w_{ru}^{(2)}F'(z_u^{(1)})X_r^{(1)}
\end{bmatrix}
\]

(31)

where

\[
G'(z_r^{(2)}) = z_r^{(2)}(1 - z_r^{(2)}) \quad \text{for } r = 1, \ldots, m
\]

\[
F'(z_j^{(1)}) = z_j^{(1)}(1 - z_j^{(1)}) \quad \text{for } j = 1, \ldots, u
\]

The desired output after linear transformation \( \tilde{d} \in \mathbb{R}^m \) is set to be equal to \( d \in \mathbb{R}^m \). Therefore, Lyapunov function \( V(k) \) for the linear MLNN system is defined as:

\[
V(k) = \sum (\tilde{d}_r(k) - \tilde{y}_r(k))^2
= \sum (d_r(k) - H'_{rk}(k)\tilde{e}_r(k))^2
\]

(32)

The adaptive gain (21) is modified such that \( \Delta V < 0 \):

\[
g_r(k) = \frac{H_{rk}(k)}{\|H_r(k)\|^2} \left\{ 1 - \kappa \frac{\tilde{e}_r(k-1)}{\alpha_r(k)} \right\}
\]

(33)

The weight updating algorithm is designed as follows:

\[
\theta_r(k) = \theta_r(k-1) + g_r(k)\alpha_r(k)
\]

(34)

To prevent the singularities, expression (33) can be modified to:

\[
g_r(t) = \frac{H_{rk}(k)}{\lambda_1 + \|H_r(k)\|^2} \left\{ 1 - \kappa \frac{\tilde{e}_r(k-1)}{\lambda_2 + \alpha_r(k)} \right\}
\]

(35)

where \( \lambda_1 \) and \( \lambda_2 \) are small positive integers.
Remark 4: The theoretical design of Lyapunov theory-based MLNN neural system is shown in Appendix C. In MLNN systems, the difference of Lyapunov function defined in (32) is guaranteed in the sense that $\Delta V(k) < 0$ with the equations (33) and (34).

Remark 5: Proof of error convergence is given in Appendix D. Similar to the RBF classifier, the error of the modified MLNN for each of the output nodes is approaching zero when time goes to infinity with the expression (33).

EXPERIMENTAL RESULTS

In order to evaluate the Lyapunov theory-based face recognition system, experiments are carried out on the two benchmark databases: ORL and Yale. The ORL database is made up of 400 images with 40 distinct subjects in an upright frontal position. There are variation in lighting levels, facial expression, pose and facial details as depicted in Figure 4(a). In these experiments, a total of 200 images were selected randomly as the training data and another 200 images as the testing set, in which each person has five images. On the other hand, another experiment was done on the Yale database (Belhumeur et al., 1997), where the facial regions are cropped and normalized as illustrated in Figure 4(b). The database contains 165 frontal face images covering 15 individuals taken under 11 different conditions. Each individual has different facial expressions, illumination conditions and small occlusion. 10 images of each individual are selected: five images for the training set and others for the testing data set. Every experimental result is generated based on six simulation runs. An average classification rate is defined as (Er et al., 2002, 2005; Sing et al., 2005):

$$R_{\text{ave}} = \frac{\sum_{i=1}^{q} n_c^i}{qn_{\text{tot}}}$$  \hspace{1cm} (36)

where $q$ is the number of simulation runs, $n_c^i$ is the number of correct classifications for $i$-th run, and $n_{\text{tot}}$ is the total number of the testing data for each run.

In the experiments, three sets of different input data size are prepared: (i) original image with 64x64 dimension, (ii) salient features extracted from PCA, and (iii) salient features extracted from PCA and

Figure 4. A subset of face samples in (a) ORL database (Adapted from [The ORL database]), and (b) Yale database © 1997, The Yale University, used with permission
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further discriminated using FLD. These data sets are then passed to the neural network to complete the face recognition analysis. The number of neural inputs is set to be equal to the dimensions of the input space (i.e. number of features from FLD). On the other hand, the number of outputs is equal to the number of classes to be recognized. Centers of RBF hidden neurons are selected based on the mean of the images for each class.

**ORL Database Experiments**

The RBF classifiers were evaluated using the ORL face database. Three types of RBF classifiers with different learning schemes were used, i.e. conventional RBF1 with LMS learning approach, conventional RBF2 with RLS technique, and the Lyapunov theory-based RBF classifier. The performance and face recognition rates were compared on these RBF systems.

Weight convergence was crucial in the network’s learning characteristic. The weights for all RBF classifiers were converged at equilibrium with a random set of initial weights. Figure 5(a) shows one of the weights, where the x-axis denotes the epochs while the y-axis denotes the weight values connected from the hidden layer to the output layer of the RBF network. An epoch represents the efficient time used to train the entire set of input data. Hence, each epoch updated the weights once for the whole training set until the occurrence of weight convergence and this is referred to the batch learning scheme. In addition, the weight of the proposed RBF classifier is converged within 5 epochs, which is faster than other conventional RBF classifiers.

On the other hand, incremental learning scheme updated weights for every training data and the time used to train an input data was represented as an iteration. The training process iteratively updated the weights for every data until the weights reached an equilibrium point. Therefore, an incremental training weight convergence was considered in this context to obtain better observation on weight convergence. Figure 5(b) shows that the Lyapunov theory-based RBF classifier obtained a faster convergence rate than other conventional RBF NNs.

*Figure 5. (a) Weight convergence for batch training, (b) Weight convergence for incremental training*
To investigate the performance of the RBF classifiers, testing data were fed into the system and the average recognition rate was calculated using equation (36). Without any features extraction method, the original images were tested with the RBF classifiers. Conventional RBF1 has a recognition rate of 83.75% while the conventional RBF2 has a rate of 85.17%. However, the recognition rate of the proposed classifier is slightly higher at 85.33% compared to the conventional methods. The testing result is shown in Figure 6(a).

According to Er et al. (2002), high dimensional input data causes low recognition rate of the network. This is because high dimensional input data and network complexity may need a large training sample size. Therefore, a feature extraction technique such as PCA is used to reduce the image’s dimension. From Figure 6(b), the recognition rate is increased along with the increased number of PCA feature points. These classifiers have the optimum performance where the number of PCA feature points is 170. Subsequently, the FLD method was used to obtain the most discriminating features in order to separate the class data further. As shown in Figure 6(c), the performance of PCA combined with FLD

Figure 6. RBF NN results of (a) Recognition rate vs epochs, (b) Recognition rate vs PCA features, and (c) Recognition rate vs PCA+FLD features on ORL database
did not improve along with the increase in feature dimension due to the information loss. The optimum performance is obtained with the number of 30 FLD feature points. The Lyapunov theory-based RBF classifier with PCA and FLD testing data achieved a recognition rate of 94.42%.

For MLNN classifiers, it has been reported in Jain et al. (1999) and Lawrence et al. (1996, 1997) that recognition rates of the MLNN classifiers with PCA features and the Self-Organizing Map (SOM) are 58.80% and 60.40% respectively on the ORL database. Both of these MLNNs were trained using conventional BP algorithms. In these experiments, ORL training sets after PCA and FLD features extraction were tested with the conventional MLNN and the Lyapunov theory-based MLNN classifier. The MLNN with BP method had a recognition rate of 59.08% while the MLNN with Lyapunov designed weight update law achieved a recognition rate of 75.40%. The recognition rates of ORL data with different networks are summarized in Table 1.

Yale Database Experiments

The original images were tested in the RBF networks. The conventional RBF1 obtained a recognition rate of 64.89% and the conventional RBF2 had a 65.56% recognition rate. On the other hand, the proposed classifier using Lyapunov function achieved a recognition rate of 66.00%. In Figure 7(a), the RBF system was tested with the testing pattern after the training data had been learned. It showed that the proposed RBF classifier can achieve the highest recognition rate within a few epochs as compared to the other networks.

The classification of higher dimension input needs a complex neural system, and at the same time, the computational time also increases. Therefore, PCA is performed on the input data to extract some significant feature points. As shown in Figure 7(b), the recognition rate increases as the PCA features number is increased. The optimum PCA features for Yale database is 60 where the proposed classifier achieved a 71.70% recognition rate.

The simulations were further tested with PCA and FLD data. As shown in Figure 7(c), the RBF classifiers obtain better results over the result generated in PCA features only. The optimum performance is obtained with 20 FLD features. In the experiment, the proposed RBF classifier had a 92.76% recognition rate. Similar to RBF NN, testing data were fed into a multilayered network. In an MLNN network, the conventional network with BP algorithm obtained a 69.78% recognition rate. On the other hand, the Lyapunov theory-based MLNN achieved 81.78%, which is higher than the conventional one. The overall recognition rates on the Yale database with RBF NNs and MLNNs are summarized in Table 2.

Table 1. Recognition rates on ORL database with RBF NNs and MLNNs

<table>
<thead>
<tr>
<th>Networks</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional RBF1</td>
<td>83.75%</td>
</tr>
<tr>
<td>Conventional RBF2</td>
<td>85.17%</td>
</tr>
<tr>
<td>Proposed RBF Classifier</td>
<td>94.42%</td>
</tr>
<tr>
<td>Conventional MLNN+PCA</td>
<td>58.80%</td>
</tr>
<tr>
<td>Conventional MLNN+SOM</td>
<td>60.40%</td>
</tr>
<tr>
<td>Conventional MLNN+PCA+FLD</td>
<td>59.08%</td>
</tr>
<tr>
<td>Proposed MLNN Classifier</td>
<td>75.40%</td>
</tr>
</tbody>
</table>
This chapter presented a new approach for face recognition using feature extractions and Lyapunov theory-based neural networks. The most expressive facial features are first extracted by PCA which reduces dimensionality of the original face image. The FLD is further applied to obtain the most discriminating features. Those features are then passed to the Lyapunov theory-based neural classifiers for face classification. Two neural network structures, RBF NN and MLNN have been developed based on the Lyapunov stability theory, i.e. (i) Lyapunov theory-based RBF neural classifier, and (ii) Lyapunov theory-based MLNN classifier. Experiments were performed on two benchmark databases, ORL and Yale. The conventional techniques were evaluated and compared with the Lyapunov theory-based neural networks. Simulation results have shown that the Lyapunov-based face recognition system achieves higher training speeds, as well as higher recognition rates. The research on the optimization using Lyapunov stability theory is just in its early stages, and many further works in this area are still under investigation.
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Table 2. Recognition rates on Yale database with RBF NNs and MLNNs

<table>
<thead>
<tr>
<th>Networks</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional RBF1</td>
<td>64.89%</td>
</tr>
<tr>
<td>Conventional RBF2</td>
<td>65.56%</td>
</tr>
<tr>
<td>Proposed RBF Classifier</td>
<td>92.76%</td>
</tr>
<tr>
<td>Conventional MLNN+PCA+FLD</td>
<td>69.78%</td>
</tr>
<tr>
<td>Proposed MLNN Classifier</td>
<td>81.78%</td>
</tr>
</tbody>
</table>

The trend of using Lyapunov stability theory in ANNs has just started. There is still a lot of room for additional work and development in Lyapunov theory-based neural networks. Differently designed Lyapunov functions and adaptive laws need to be further investigated to improve the parameter convergence and robustness properties of the Lyapunov theory-based neural network. As mentioned in the chapter, Lyapunov stability property possesses the advantage of global error convergence. Hence, it can be applied to other neural network architectures to enhance the system’s performance instead of using MLNN and RBF NN. In addition, Lyapunov stability theory can be extended to non-linearity of weight update law in neural network architectures. Moreover, different types of neuron activation functions in the network’s hidden layer can be further investigated and tested with Lyapunov stability theory. Also, the optimal neural network architectures may be examined in the future. The applications of Lyapunov theory-based neural networks can be expanded to various aspects of pattern classification.
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APPENDIX A

∀r ∈ \{1, 2, ..., m\},

\[ \Delta V(k) = e_r^2(k) - e_r^2(k - 1) \]

\[ e_r^2(k) = \left(d_r(k) - y_r(k)\right)^2 \]
\[ = \left(d_r(k) - w_r^T(k)X(k)\right)^2 \]
\[ = \left[d_r(k) - (w_r^T(k - 1) + g_r^T(k)\alpha_r(k))X(k)\right]^2 \]
\[ = \left[\alpha_r(k) - g_r^T(k)\alpha_r(k)X(k)\right]^2 \]
\[ = \alpha_r^2(k) \left(1 - \frac{X^T(k)}{\|X(k)\|}\right) \left[1 - \kappa \frac{e_r(k - 1)}{\alpha_r(k)}\right]X(k)^T \]
\[ = \kappa^2 e_r^2(k - 1) \]

\[ \Delta V(k) = \kappa^2 e_r^2(k - 1) - e_r^2(k - 1) \]
\[ = -(1 - \kappa^2)e_r^2(k - 1) \]
\[ < 0 \]

APPENDIX B

∀r ∈ \{1, 2, ..., m\}

\[ e_r(k) = d_r(k) - y_r(k) \]
\[ = d_r(k) - w_r^T(k)X(k) \]
\[ = d_r(k) - (w_r^T(k - 1) + g_r^T(k)\alpha_r(k))X(k) \]
\[ = \alpha_r(k) - g_r^T(k)\alpha_r(k)X(k) \]
\[ = \left[\alpha_r(k) - \alpha_r(k)\frac{X^T(k)}{\|X(k)\|}\left(1 - \kappa \frac{e_r(k - 1)}{\alpha_r(k)}\right)X(k)\right] \]
\[ = \kappa|e_r(k - 1)|\text{sgn}(\alpha_r(k)) \]
\[ \cdots \quad |e_r(k)| = \kappa |e_r(k-1)| \quad |e_r(k)| = \kappa |e_r(k-1)| \]

\[ |e_r(1)| = \kappa |e_r(0)| \]
\[ |e_r(2)| = \kappa |e_r(1)| = \kappa^2 |e_r(0)| \]
\[ \vdots \]
\[ |e_r(k)| = \lim_{k \to \infty} \kappa |e_r(0)| \approx 0 \]

**APPENDIX C**

\( \forall r \in \{1, 2, \ldots, m\} \),

\[ \Delta V(k) = e_r^2(k) - e_r^2(k-1) \]

\[ \Delta V(k) = e_r^2(k) - e_r^2(k-1) \]
\[ = (d_r(k) - y_r(k))^2 - e_r^2(k-1) \]
\[ = (d_r(k) - H_r^T(k) \alpha_r(k))^2 - e_r^2(k-1) \]
\[ = [d_r(k) - H_r^T(k) \alpha_r(k) + g_r(k)\alpha_r(k)]^2 - e_r^2(k-1) \]
\[ = \alpha_r^2(k) \left[ 1 - H_r^T(k) \frac{H_r(k)}{\|H_r(k)\|^2} \left[ 1 - \kappa \frac{|e_r(k-1)|}{\alpha_r(k)} \right] \right]^2 - e_r^2(k-1) \]
\[ = \kappa^2 e_r^2(k-1) - e_r^2(k-1) \]
\[ = -(1 - \kappa^2)e_r^2(k-1) < 0 \]

**APPENDIX D**

\( \forall r \in \{1, 2, \ldots, m\} \)
A Lyapunov Theory-Based Neural Network Approach for Face Recognition

\[ e_r(k) = d_r(k) - \tilde{y}_r(k) \]
\[ = d_r(k) - H_r^T(k) y_r(t) \]
\[ = d_r(k) - H_r^T(k) (y_r(k-1) + g_r(k) \alpha_r(k)) \]
\[ = d_r(k) - H_r^T(k) y_r(k-1) - H_r^T(k) g_r(k) \alpha_r(k) \]
\[ = \alpha_r(k) - H_r^T(k) g_r(k) \alpha_r(k) \]
\[ = \left[ \alpha_r(k) - H_r^T(k) \left( \frac{H_r(k)}{\|H_r(k)\|^2} \right) \left( 1 - \kappa \left| \frac{e_r(k-1)}{\alpha_r(k)} \right| \right) \right] \alpha_r(k) \]
\[ = \kappa |e_r(k-1)| \text{sgn}(\alpha_r(k)) \]

\[ \cdots |e_r(k)| = \kappa |e_r(k-1)| |e_r(k)| = \kappa |e_r(k-1)| \]
\[ |e_r(1)| = \kappa |e_r(0)| \]
\[ |e_r(2)| = \kappa |e_r(1)| = \kappa^2 |e_r(0)| \]
\[ : \]
\[ |e_r(k)| = \lim_{t \to \infty} \kappa^k |e_r(0)| \approx 0 \]
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ABSTRACT

Machine learning is a field of artificial intelligence which aims at developing techniques to automatically transfer human knowledge into analytical models. Recently, those techniques have been applied to time series with unknown dynamics and fluctuations in the established behavior patterns, such as human-computer interaction, inspection robotics and climate change. In order to detect novelties in those time series, techniques are required to learn and update knowledge structures, adapting themselves to data tendencies. The learning and updating process should integrate and accommodate novelty events into the normal behavior model, possibly incurring the revaluation of long-term memories. This sort of application has been addressed by the proposal of incremental techniques based on unsupervised neural networks and regression techniques. Such proposals have introduced two new concepts in time-series novelty detection. The first defines the temporal novelty, which indicates the occurrence of unexpected series of events. The second measures how novel a single event is, based on the historical knowledge. However, current studies do not fully consider both concepts of detecting and quantifying temporal novelties. This motivated the proposal of the self-organizing novelty detection neural network architecture (SONDE) which incrementally learns patterns in order to represent unknown dynamics and fluctuation of established behavior. The knowledge accumulated by SONDE is employed to estimate Markov chains which model causal relationships. This architecture is applied to detect and measure temporal and non-temporal novelties. The evaluation of the proposed technique is carried out through simulations and experiments, which have presented promising results.
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INTRODUCTION

Machine learning is a field of artificial intelligence which aims at developing techniques for automatically transferring human knowledge into analytical models (Kecman, 2001). Such techniques support activities in several areas, such as natural language processing (Jelinek, 1997), pattern recognition (Bishop, 2006), search engines (Zhang and Dong, 2000), medical diagnosis (Cox et al., 1982) and fraud detection (Chan and Stolfo, 1998).

With the development of new approaches and learning techniques, researchers identified the need of modeling datasets presenting noise (Barnett and Lewis, 1994), inconsistencies derived from anomalies (Singh, 2002), scarce patterns (Rosen et al., 1996) and information tendency modifications (Spinosa et al., 2007).

The modeling of those datasets has motivated additional studies which originated the novelty detection researches. At the beginning, such studies aimed at identifying rare and unknown information. Such information is observed in, for instance, samples from defective equipments (Tarassenko, 1995; Ypma and Duin, 1997) and exams of patients with rare diseases (Cox et al., 1982). In such cases, data are temporally independent of each other. One example of this situation is the study of breast cancer diagnosis using x-ray image analysis conducted by Tarassenko (1995). That work considers a dataset containing one x-ray exam and one diagnosis per patient which indicates suspected areas. In this kind of application, there is no causal relationship between different patient exams, consequently, previous exams cannot indicate the disease for a new one. Thus, the sequence in which the exams are analyzed is irrelevant.

Another kind of application, named temporal, considers the causal relationship among data sequences (Box and Jenkins, 1976). An example of such application is the analysis of customer’s behavior in using credit cards. In such a situation, the debits compose a time series where data are causal dependent. If the customer’s debit behavior varies in an unexpected manner (depicting novelty), the credit company could, for example, block the card to prevent frauds.

There are different types of temporal applications, some of which present well-behaved series, where previously obtained data can be used to model the required knowledge and, consequently, describe expected behavior. Using such a model, the novelty detection process comprises labeling patterns which are not consistent with the expectations. An example of such an approach is proposed by Ko et al. (1992) which models the current knowledge by storing input pattern characteristics. New patterns are evaluated by assessing their distances to any other in the model. The pattern is labeled as novelty when the distance is above an ad hoc similarity threshold. Other works that present similar approaches include Ypma and Duin (1997) who propose clustering indices based on the unsupervised artificial neural network Self-Organizing Map, and Hayton et al. (2000) who apply a binary classifier based on Support Vector Machines.

Other temporal applications are characterized by series with unknown dynamics and fluctuation in the established behavior of patterns (such as the human interaction with computers (Lane, 1999), inspection robotics (Marsland, 2002) and climate change (Lau and Weng, 1995)). In order to detect novelities in those series, techniques are required to learn and update knowledge structures, and adapting them to data tendencies. The learning and updating process should integrate and accommodate novelty events into the normal behavior model, possibly incurring the reevaluation of long-term memories. This sort of application has been addressed by the proposal of incremental techniques such as the ones by Marsland (2002), Ma and Perkins (2003) and Itti and Baldi (2005).
The previously mentioned studies have concurrently introduced two new concepts on time-series novelty detection. The first defines the temporal novelty (Marsland, 2002), which indicates the occurrence of unexpected series of events. For instance, consider the previously presented situation of the credit card fraud where the customer may be used to withdraw some money from the credit account and, afterwards, go shopping. If the customer withdraws money without immediately going shopping or more than one consecutive occasion, a novelty would be detected. Temporal novelties depend on the sequence in which the events occur, and not in the event itself.

The second new concept measures how novel an event is based on historical knowledge (such as presented by Itti and Baldi (2005)). Considering the example of the credit card fraud, any event can be quantified by how unusual it is. Such a metric would extend the previous approach which only characterizes novelties in a binary way (unusual/fraud or not).

However, current studies do not fully employ both concepts of detecting and quantifying temporal novelties. Ma and Perkins (2003) addressed the continuous modeling of time series and attributed confidence levels to novelties, but they did not consider quantifying them. Marsland (2002) who proposed the technique Grow When Required (GWR) considers how familiar a neuron is to a specific pattern (called habituation effect) which gives a simplified notion of novelty degree. By contrast, while such a metric can measure novelties for patterns, it does not consider them for different event sequences. Remarkably, the study by Itti and Baldi (2005), specialized in video streams, considers both concepts but only for short-term temporal novelties.

The previously presented works and the need to detect and quantify temporal novelties motivated the proposal of the Self-Organizing Novelty Detection Neural Network Architecture (SONDE) (Albertini and Mello, 2007), which considers incremental learning to represent unknown dynamics and fluctuation of established behavior patterns. The knowledge accumulated by SONDE is employed to detect and quantify the level of temporal and non-temporal novelties.

This chapter presents the state of the art in novelty detection, including recent studies on detecting temporal novelties. Afterwards, our proposal, the SONDE neural network architecture is detailed, as well as the methodology of applying the architecture when learning time series and detecting novelties. Then, simulations and experiments evaluate SONDE and confirm its applicability. Final remarks present the future directions of this work.

**BACKGROUND**

In biology, the idea of novelty is related to animal survival mechanisms (Middleton, 1996). In economics, the concept of novelty is related to the price of goods and the creation of specialized sub-markets (Bertarelli and Censole, 2000). In psychology, the novelty magnitude is defined when characterizing creative behaviors (Kaufmann, 2004). The diversity of novelty definitions has resulted in the need to deal with behavior modifications in different areas.

In computer science and statistics, such need is observed in the development of machine learning techniques which aim at automatically adapting the knowledge in response to changes. In this context, *novelties* refer to the identification of unexpected, rare or unknown information according to a reference knowledge model (Ma and Perkins, 2003).

In the machine learning context, novelty detection techniques are applied in a broad range of applications such as disease diagnosis (Middleton, 1996), climate change identification (Lau and Weng, 1995;
Hasselmann, 1997; Luterbacher et al., 2004) and fault detection in hard disks (Hughes et al., 2002). These applications present peculiarities which must be addressed by the novelty detection techniques. Among the peculiarities are the continuous learning capacity, multi-dimensional non-Euclidean space and forgetfulness. The different applications of novelty detection brought up several synonyms for the term novelty, e.g. anomaly, fault, outlier, abrupt change and exception (Hodge and Austin, 2004).

The different terms and definitions have motivated researchers to survey works aimed at mapping and comparing techniques in order to identify development trends. By considering such surveys, apparently distinct areas can be related, contributing to the relationship of concepts and techniques.

Among such surveys is the work by Willsky (1976) which focuses on the area of fault detection in linear dynamic systems. Willsky concludes that fault detection is composed of three tasks: alarm, isolation and estimation. The alarm consists of observing whether any fault has occurred. The isolation problem is about determining the type and the origin of the fault. The estimation involves identifying the extent of the problem (if the fault source is not operating or it is damaged). In such work, the alarm task operates as a novelty detector. Such task is carried through the verification of parameter consistency estimations in system models.

While Willsky focused on the concepts of linear dynamic system detection, other recent surveys involve a broader range of applications and techniques. An example of these surveys is the one by Markou and Singh (2003), extended in Singh and Markou (2005), where techniques are classified according to their paradigms: based on artificial neural networks and statistics. According to the authors, among the neural networks are Multi-Layer Perceptron (MLP), Support Vector Machine, Adaptive Resonance Theory (ART), Radial Basis Function Network (RBF), Hopfield neural network, Self-Organizing Map (SOM), self-associators (for example MLP, Principal Components Analysis and SOM), neural networks based on habituation (e.g. Grow When Required (GWR)), neural trees and oscillatory networks. The statistics techniques include probabilistic methods, hypothesis tests, Hidden Markov Models, K-nearest neighbors, Parzen windows, clustering and string matching approaches (such as the ones applied in artificial immune systems).

In another survey, Hodge and Austin (2004) under the classification of outlier detection identified three approaches with different learning paradigms applied on the knowledge model construction. The first is based on unsupervised learning and labels normal and novelty patterns without previous analysis. The second is a supervised approach based on the classification of previously labeled patterns. The third is a variation of the latter, where only normal patterns are observed during training.

The classifications carried out by Markou and Singh (2003), Singh and Markou (2005) and Hodge and Austin (2004) allow to identify the type of techniques and the learning paradigm, respectively. However, they do not consider peculiarities of the temporal knowledge model construction which are a key factor in this work. This has motivated detailed studies to identify and classify techniques according to the causal relationship (Al-Subaie and Zulkernine, 2006).

From these studies, we propose a classification tree, presented in Figure 1, which allows to identify the techniques applied to detect temporal novelties (similar to the previously presented credit card example), in which unusual sequences of common events should be detected. These techniques address the same problem as SONDE, proposed in this work, although they consider different approaches.

According to our classification tree, there are two branches of novelty detection techniques as shown in Figure 1. The first contains non-temporal approaches and the second, the opposite, where the causal relationships are explicitly explored in order to detect novelties. The branches are detailed as follows.
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Non-Temporal Novelty Detection

Some techniques do not address the causal relationships of time series events. In our classification, these techniques are divided into two sub-groups according to the considered concepts (node 2a in Figure 1): Statistics (node 3a), and methods of Clustering and classification (node 3b).

Among the approaches of the sub-group Statistics are: Information Theory (node 4a), Extreme value theory (node 4b), Hypothesis tests (node 4c) of Statistics Inference and modeling using probabilities distribution (node 4d).

The approaches based on Information Theory consider concepts and theorems targeting the analysis and transmission of information. The basic concept in this branch is the entropy, defined by Shannon (1948) as the mean amount of information from a data source and the self-information which measures the information for each possible event generated by a source. The concept of self-information was considered by Tribus (1961) to quantify surprises. An application of entropy is proposed by Itti and Baldi (2005) who evaluated and compared it with human reaction considering consecutive video frames aimed at establishing a relationship between surprise and the entropy. Itti and Baldi (2005) concluded humans are attracted to higher entropy areas.

The tree element 4b in Figure 1, representing Extreme Value Theory (Roberts, 1999), groups approaches for modeling distributions of the maximum or minimum points of arbitrary populations. Events are characterized as novelty according to the probability given by such distributions. Fisher and Tippett (1928) proved that functions respecting relatively generic conditions are characterized by one of the three asymptotic distributions: Gumbel, Fréchet or Weibull’s.  

Roberts (1999) considers this theorem when working with extreme region applications. The author applies the Gumbel distribution and an approximation method using Gaussian mixture on two datasets: the first containing information on epilepsy and, the second, noise (defined as novelty) in images. Another work, proposed by Bensalah (2000), considers the Extreme Value Theory to obtain information in financial applications.

Approaches using Hypothesis Tests from Statistics Inference evaluate the consistency of model parameter estimation. Examples are presented in the survey by Willsky (1976), which employs the Chi-squared hypothesis test to check the consistency of parameters estimated in electronic systems.
Another example of this element is found in Hughes et al. (2002), which applies the Wilcoxon Rank-Sum hypothesis test (Wilcoxon, 1945; Mann and Whitney, 1947) on a dataset generated by the SMART tool which monitors, analyzes and reports hard disk failures. This work aims at decreasing the false diagnosis alarm rate and the failure prediction. The employed test evaluates whether two data samples are obtained from the same probability distribution function. Additional methods based on hypothesis tests can be found in Barnett and Lewis (1994).

The element Probability Distributions refers to techniques for the estimation of models using probability distribution functions. An approach, proposed by Bishop (1995), detects novelties by estimating the density of input data and by labeling information identified in low probability areas. Two similar approaches are proposed: the first by Tarassenko (1995) which aims at detecting masses in mammograms and the second by Lauer (2001) which attempts to determine carriers of a genetic disorder.

The second sub-group (Figure 1) includes methods based on Clustering and Classification which are applied in two different ways: considering the Identification Class or Evaluation Metrics.

The methods considering the Identification Class use a supervised approach to differentiate normal and novelty events. An example is the work by Rosen et al. (1996) that adopts a Multi-layer Perceptron to identify abnormal tendencies in electronic fetal heart rate tracings (cardiotocograms). Similarly, Spinosa and Carvalho (2005) used the binary classification technique Support Vector Machine (SVM), based on the statistical learning theory by Vapnik (1995), to detect novelties in the datasets ALL-AML Leukemia (Golub et al., 1999) and Diffuse Large B-cell Lymphoma (DLBCL) (Alizadeh et al., 2000).

The same concepts were considered by Flexer et al. (2005) who applied novelty detection to retrieve music information based on the spectrum similarity and genre label information. Two central minutes of each music title were considered. Two algorithms were used: the first, called ratio-reject, uses a data density distribution obtained from the classification training phase. The second algorithm, called Knn-reject, creates a neighborhood during the training, which is used for labeling known and novelty data.

The methods under the element Evaluation Metrics consider the instability of classification algorithms to novelty detection. An example of this approach is the work by Ypma and Duin (1997) who studied the Self-Organizing Map neural network of Kohonen (1997) using different learning parameters. Each output was mapped through quality representation metrics such as the distance of the two higher activation neurons. According to the experiments, datasets with anomaly generate higher classification errors than normal datasets.

In a similar approach, Tax and Duin (1998) propose the application of a random sampling method, with reposition, where $n$ datasets with the same number of elements as the original, are created. Each dataset is classified and the differences are used to define abnormalities. According to the authors, a novelty event causes instability in results.

Temporal Novelty Detection

Techniques capable of detecting temporal novelties explicitly model the data behavior in order to detect modifications in causal relations. Examples of techniques under this class are classified in Expectation Metrics (node 3c in Figure 1) and Adaptation Indices (node 4d).

Techniques of the type Expectation Metrics define novelties according to the distance of the actual value and the expected one. Techniques of the class Adaptation indices quantify the knowledge model modification after receiving a new pattern.
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An example of the element *Expectation Metrics* was proposed by Marsland (2002) who designed an artificial neural network, called Grow When Required (GWR). The GWR neurons are capable of evaluating the pattern frequency using a metric inspired by the biological phenomenon of habituation. In this metric, the higher the neuron habituation, the lesser is the novelty of the pattern related to it. In another example, Ma and Perkins (2003) proposed a technique to define novelties in data sequences which present a minimum of $h$ surprises. The modeling is carried out using a regression function with support vectors, which allows incremental updating. The function provides confidence levels to novelties, considering the consecutive number of surprises.

Techniques for temporal novelty detection under the class *Adaptation Indices* have been recently developed. Among such works is the one by Priebe et al. (2005) which analyzes an email exchange dataset from the North-American energy company Enron. The information was collected from 1998 to 2002, a period in which irregular accounting procedures occurred. The analysis aimed at finding anomalies in the internal communication using graph statistical variation. The authors detected sub-graphs with excessive communication, which characterize anomalies. For detecting novelties in videos, Itti and Baldi (2005) applied relative entropy and divergence of Kullback-Leibler (Kullback, 1959) to measure differences between image probabilistic models over time. Similarly, Gamon (2006) addresses the novelty detection in news documents. Text sentences are modeled using graphs. The addition of new sentences modifies the knowledge model (*e.g.* number of vertices and edges, average connectivity degree and the sum of edge weights).

**SELF-ORGANIZING NOVELTY DETECTION NEURAL NETWORK ARCHITECTURE**

Time series may present unknown dynamics and behavior fluctuation which require continuous updating of knowledge structures to improve novelty detection. The updating process should integrate and accommodate novelty events into a normal behavior model, possibly incurring the reevaluation of long-term memories. This has been addressed by the proposal of incremental techniques which are able to continuously restructure the behavior model without human supervision, such as self-organizing neural networks (Marsland, 2002; Itti and Baldi, 2005) and regression techniques (Ma and Perkins, 2003). However, such techniques present limitations when detecting novelties in unstable series because they do not update normality/novelty thresholds and do not keep track of old knowledge (Itti and Baldi, 2005).

These limitations motivated the proposal of an incremental learning neural network architecture, named Self-Organizing Novelty Detection (SONDE) (Albertini and Mello, 2007), which represents unknown dynamics and fluctuation of established behavior patterns by updating knowledge structures and normality/novelty thresholds. The knowledge accumulated by SONDE is employed to detect temporal and non-temporal novelties as well as to quantify the level of novelties.

The basic knowledge representation unit of SONDE is the neuron which accumulates historical input patterns. The neuron continuously adapts itself according to pattern variations. The SONDE architecture is composed of three layers (Figures 2 and 3): a first input and pre-processing layer – in which patterns are optionally normalized to define a unitary space for multidimensional patterns. This simplifies the SONDE parameterization because all patterns have the same magnitude of norm and they maintain the vector direction; a second layer with neurons – which represents the input pattern knowledge; and the last, named competitive layer – where the selection of the most representative neuron occurs (*Best-
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Matching Unit – BMU) for a certain input pattern.

Let a multidimensional input pattern be defined as $\mathbf{I}_t \in \mathbb{R}^n$, where $t$ is the time instant. The first SONDE layer may optionally normalize each input pattern $\mathbf{I}_t$, when $n > 1$, as follows $\tilde{\mathbf{I}}_t = \frac{\mathbf{I}_t}{||\mathbf{I}_t||}$.

The second layer computes the distance of the pattern $\tilde{\mathbf{I}}_t$ to each neuron $c$ and informs the last layer about it. Such computation considers three neuron components which are responsible for the individual knowledge representation:

1. the prototype $\mathbf{w}_c$ represents the tendency of the input patterns classified in the neuron $c$;
2. the average radius $\text{rad}_c$ quantifies the dispersion of input patterns around the prototype $\mathbf{w}_c$; and
3. the minimum similarity degree $\pm_c$ represents a minimum activation threshold to accept new input patterns.

These components are adapted when the neuron is elected by the competitive layer as the Best-Matching

Figure 2. Self-Organizing Novelty Detection Neural Network Architecture

Figure 3. SONDE architecture: illustration of the neuron $c$ and its components
Unit (BMU). This adaptation improves the representation of the most recently acquired knowledge according to equations 1 and 2, which are responsible for updating the prototype $\vec{w}_{BMU}$ and the average radius $rad_{BMU}$, respectively. The adaptation equations follow exponentially weighted moving averages (EWMA) (Smith and Boning, 1997), which allows the incremental update according to inputs. These equations consider the learning parameters $\gamma \in [0,1]$ and $\Omega \in [0,1]$. The higher the parameter values are, the more the network forgets about previous patterns. The neuron adaptation causes an exponential forgetfulness (as illustrated in the next section), allowing the architecture to follow behavior and tendency drifts.

$$\vec{w}_{BMU,t} = (1 - \gamma)\vec{w}_{BMU,t-1} + \gamma \vec{I}_t$$  \hspace{1cm} (1)

$$rad_{BMU,t} = (1 - \Omega)rad_{BMU,t-1} + \Omega \| \vec{w}_{BMU,t} - \vec{I}_t \|$$  \hspace{1cm} (2)

The last neuron component, the minimum similarity degree $\pm_{BMU}$, is adapted according to equation 4, where $p$ is the relative modification rate of the average radius $rad_{BMU}$ (equation 3).

$$p = \frac{\| rad_{BMU,t} - rad_{BMU,t-1} \|}{\| \max(rad_{BMU,t}, rad_{BMU,t-1}) \|}$$  \hspace{1cm} (3)

$$\pm_{BMU,t} = \min\left( (1 + p)\pm_{BMU,t-1}, \exp^{-\left(1+\Omega \right)rad_{BMU,t}} \right)$$  \hspace{1cm} (4)

This adaptation mechanism for $\pm_{BMU}$ ensures two learning tendencies, which consider the distance between the average radius (this defines an inner boundary of neuron specialization) and the minimum acceptance threshold for the neuron representation (defined as $-\ln(\pm_{BMU})$), according to equation 5. These tendencies are considered when computing the distance $D$ (equation 5) which is applied by the adaptation mechanism as follows: 1) the greater the distance is, the faster is the specialization to represent input patterns; 2) when patterns are uniformly classified within the neuron’s average radius, the similarity threshold $-\ln(\pm_{BMU})$ tends to approach the average radius, which characterizes the neuron’s adaptation to the input patterns that it represents.

$$D = | rad_{BMU} - \ln(\pm_{BMU}) |$$  \hspace{1cm} (5)

In the third architecture layer, neurons compete to represent each input pattern $\vec{I}_t$. The neuron with the highest activation, $a_c$, for the current input (equation 6) and that respects the minimum similarity degree, $\pm_c$, is selected as the Best-Matching Unit. Afterwards, the neuron components are updated to represent the new information of $\vec{I}_t$.

$$a_c = \exp(-\| \vec{I}_t - \vec{w}_c \|)$$  \hspace{1cm} (6)
If no neuron is capable of representing the vector $\vec{I}_t$, a new one is created, indicating novelty. The new neuron prototype $w_{new}$ is initially set up with the value of the input pattern responsible for the creation. The minimum similarity degree $\pm_{new}$ is defined according to the constant $\pm_0$ and the initial average radius, $rad_{new}$, equals to $-\ln(\pm_0)$.

**LEARNING BEHAVIOR OF SONDE**

Simulations were conducted to evaluate the learning behavior of the SONDE and describe the influence of its learning parameters. Such parameters influence the exponentially weighted moving average (EWMA) equations of the architecture. This motivated the first simulation to compute the forgetfulness effect of EWMA and a second one to evaluate how a neuron adapts and learns considering a uniform distribution $U(0,1)$ of the input patterns.

In the first simulation, an evaluation of neuron adaptation parameters (EWMA weights defined in equations 1 and 2) was conducted aimed at illustrating the learning and forgetting behavior of SONDE. For such evaluation, an equivalent formulation, shown in equation 7 (with weighting parameter $\psi \in [0,1]$), is adopted, because it characterizes the behavior of an hypothetical EWMA.

$$average_t = (1 - \hat{E})average_{t-1} + \hat{E} input_t$$

(7)

Using this formulation, we analyze the forgetfulness of the EWMA equation when considering different forgetting rates ($P$) according to equation 8. This equation represents the forgetfulness caused by $n$ new
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Figure 5. Moving average convergence to the mean of an uniform distribution $U(0,1)$

input patterns applied to equation 7. Figure 4 shows the forgetfulness when applying a number of input patterns as previously mentioned. This figure considers different forgetting rates $P$. Each curve shows the number of patterns necessary to forget the historical behavior (vertical axis) versus the weighting parameter $\psi$ (horizontal axis) defined for different forgetting rates.

$$P \leq \hat{E}(1 - \hat{E})^{n-1}, \, n \in \mathbb{N}, \, n \geq 1$$  \hspace{1cm} (8)

Considering Figure 4, we may estimate a value for the weighting parameter which defines the SONDE neuron’s forgetfulness. There are some ways to set such a parameter, one of them is by adopting a $\psi$ regarding the period with the highest values of the auto-correlation function for the input pattern series (such as the curve of forgetting rate $P=0.1$). This helps the neuron’s memory to preserve the knowledge of the most important time slice (this is, within the auto-correlation period).

The next simulation involves the learning evaluation of the EWMA (equation 7) when classifying input patterns that follows an uniform distribution $U(0,1)$. The objective is to illustrate the neuron’s adaptation capacity. In the first step, we consider a dataset using samples of the $U(0,1)$. Each sample represents the distance of an input pattern to the prototype. In that sense, a value 0 represents an input pattern equal to the prototype and value 1, the farthest input pattern that a neuron could accept. The results of this simulation are presented in Figure 5 where the weighting parameter varies according to $\psi \in \{0.0025, 0.01, 0.04, 0.08\}$. Considering such results, the lower the learning parameter $\psi$ is, the lower is the learning speed and the sensitivity to the pattern noise.
FIRST EXPERIMENTAL RESULTS

This section presents experiments, described in Albertini and Mello (2007), with real-world datasets employed in non-temporal novelty detection. The goal of using these datasets was to validate the SONDE neural network architecture and to perform an initial comparison with other techniques. The datasets were organized in two parts. The first, the training part, with the same class distribution as the original dataset, was submitted to SONDE to learn about data. The second, composed of randomly organized sets, was submitted to evaluate the neural network’s capacity to detect novelties. This technique considers the network in a production environment, habituated to certain patterns.

Patterns were normalized in the input layer. Neurons previously created by SONDE, when working on the training dataset, store known information. Any neuron created when working on the randomly distributed patterns points out novelty. The precision, recall and f-measure metrics were adopted to evaluate experiments (Baeza-Yates and Ribeiro-Neto, 1999). The measurements were captured varying in 0.1 units the control parameters $\gamma$, $\Omega$ and $\pm_0$. Precision is the proportion of true detected novelties over the total number of detected novelties (some events, detected as novelties, may not really be novelties). Recall is the proportion of true detected novelties over the total number of occurred novelties. F-measure is a harmonic average which summarizes the precision and recall results, simplifying the comparison with other techniques.

Biomed

The Biomed dataset, created by Larry Cox et. al (Cox et al., 1982), contains patient information and blood measurements obtained from carriers or non-carriers of a genetic disorder. Patterns with NA (not available) elements were removed and the columns of age and 4 blood measurements were used in the experiments. Other available data are: blood measurement date; number of samples per patient and the hospital identifier. The first 127 patterns of non-carriers were submitted to SONDE, after which 194 randomly distributed patterns (127 from non-carriers and 67 from carriers) were submitted. We observe that the best results were obtained with the learning parameters $\gamma=0.3$, $\Omega=0.1$ and $\pm_0=0.5$ which are $P=0.85$, $R=0.70$ and $f$-measure$=0.77$. In this case, 5 neurons were created to generalize the 127 initial patterns of non-carriers. Evaluating all results, we obtained a mean f-measure of 0.59 with standard deviation equal to 0.04 (with mean precision of 0.46 and standard deviation of 0.06; with mean recall of 0.84 and standard deviation of 0.1).

DLBCL

The DLBCL dataset (Diffuse large B-cell lymphoma) (Alizadeh et al., 2000) consists of 47 patterns with 4,026 measurements obtained from patients with tumors. This dataset was prepared using DNA microarrays to characterize the genetic expression in B cells. The obtained measurements show the variation of the proliferation rate, host response and the state of tumor differentiation. These data are classified into two patterns following the stage of B-cell differentiation: germinal and activated. Patients presenting the first type, react better to the treatment.

The 47 patterns were divided into 24 of type germinal and 23 activated. Firstly, the germinal patterns were submitted to SONDE. After that, a set containing all randomly distributed patterns was
submitted. We observe that the neural network, in many situations, presented results such as \( P = 1, R = 1 \) and \( f\text{-measure} = 1 \), creating approximately 21 neurons to generalize 24 patterns. Apparently, the results are good, although they are too much specialized (almost a neuron per pattern) which results in overfitting. A better result is obtained with the learning parameters \( \gamma = 0.2, \Omega = 0.1 \) and \( \pm_0 = 0.3 \) where \( P = 0.76, R = 1.0 \) and \( f\text{-measure} = 0.86 \). In this case, 3 neurons were generated to generalize 24 patterns, which increases the neural network’s capability to detect novelties. Evaluating all results we obtained a mean \( f\text{-measure} \) of 0.83 with standard deviation of 0.24 (with mean precision of 0.85 and standard deviation of 0.22; with mean recall of 0.83 and standard deviation of 0.26).

**ALL-AML Leukemia**

The ALL-AML Leukemia dataset (Golub et al., 1999) consists of 72 patterns with 7,129 measurements obtained from acute leukemia carriers classified in the types ALL (acute lymphoblastic leukemia) with 38 patterns, and AML (acute myeloid leukemia) with 34 patterns. Firstly, 38 ALL-type patterns were submitted to SONDE to recognize these characteristics. After that, 72 randomly organized patterns (38 of ALL and 34 of AML) were submitted. In this case an unexpected event is defined by the occurrence of an AML-type pattern. As the DLBCL dataset, this one presented results of \( P = 1, R = 1 \) and \( f\text{-measure} = 1 \) with low generalization, generating approximately a neuron per pattern. A good result was obtained with the learning parameters \( \gamma = 0.1, \Omega = 0.4 \) and \( \pm_0 = 0.6 \) where \( P = 0.65, R = 1.0 \) and \( f\text{-measure} = 0.76 \). In this case, 7 neurons were created to generalize 38 initial patterns. Evaluating all results, we obtained a mean \( f\text{-measure} \) of 0.62 with standard deviation of 0.24 (with mean precision of 0.56 and standard deviation of 0.26; with mean recall of 0.72 and standard deviation of 0.23).

**Result Analysis**

The experimental results using the dataset Biomed can be compared to the best results obtained by GWR which correctly classified 56 of the 67 carriers and wrongly detected 2 people as carriers, being \( P = 0.9655, R = 0.8358 \) and \( f\text{-measure} = 0.8959 \). Applying a training phase to SONDE, without centroid and radii adaptation in validation phase, with the learning parameters \( \gamma = 0.075, \Omega = 0.05 \) and \( \pm_0 = 0.025 \) our approach detected 59 out of the 67 carriers and wrongly classified 8 people as carriers. Thus, a precision \( P = 0.8805 \), recall \( R = 0.9516 \) and \( f\text{-measure} = 0.9147 \) were obtained. From the harmonic mean, \( f\text{-measure} \), we observe that SONDE presents a better result.

Such results obtained for non-temporal datasets motivated further work in order to represent causal relationships using SONDE and consequently detect novelties in time series, which is described in the following sections.

**TIME SERIES MODELING AND NOVELTY LEVEL MEASUREMENT USING SONDE**

In the context of this work, time series are sequences of events obtained from causal relationship applications. These applications, common in different areas varying from climate change to neurophysiology, present different characteristics and properties. For certain *well-behaved* time series, it is possible to employ historical data when estimating expected behavior models of the causal relationships. Conversely,
some time series present inconsistent relationships which demand the forgetting of old tendencies and incremental behavior model updating. The application of novelty detection techniques on such time series needs to consider the analysis of relationships that supports the detection of temporal novelties. In order to detect such novelties, recent studies (Itti and Baldi, 2005; Al-Subaie and Zulkernine, 2006; Gamon, 2006) developed techniques based on measuring novelty levels, i.e., quantifying the behavioral model changes after inserting a new pattern.

In one of these studies, Gamon (2006) analyzed news topics looking for novel information by modeling the relationships between sentences using a graph-based model. The author also defined novelties according to graph-changing metrics (vertices, edges and weights) and the TextRank method (Mihalcea, 2004). Using a supervised corpora, he modeled the text paragraphs and trained a Support Vector Machine to define the differences among novelty and non-novelty sentences. Itti and Baldi (2005) proposed an approach to novelty detection in videos, employing neural layers to estimate probabilistic models. The estimation process is conducted by counting the activation frequency in short scenes which are matched to Poisson distributions. The novelty measure between scenes is calculated by applying the theoretical information of Kullback-Liebler divergence.

These studies developed specific techniques considering different applications. The first study classified the text contextual characteristics using a non-temporal supervised classifier while the second defined a short-term memory to estimate Poisson distributions of neuron activations.

In order to detect and measure modifications in continuous and non-supervised data streams, we propose the application of the SONDE architecture to estimate Markov chain stochastic processes. Markov chains represent causal relationships through transition probabilities between behavioral states. The Markov property assumes that relationships are composed of a finite number of past terms.

A Markov chain can be formally modeled as a digraph $C=<V,T>$, where $V$ represents the set of behavioral states and $T$ is the set of causal relationships (edges). Each edge in $T$ has an associated weight informing the transition probability between states. Such chain can be represented by a probability transition matrix $M$ (equation 9), with the weights of edges in $T$ from any $i$ to another $j$ corresponding to the element $M(i,j)$.

$$
M = \begin{pmatrix}
    p_{0,0} & \cdots & p_{0,i} \\
    \vdots & \ddots & \vdots \\
    p_{i,0} & \cdots & p_{i,j}
\end{pmatrix}
$$

(9)

The estimation of Markov chains is carried out through the architecture of SONDE, which counts the number of transitions between consecutive BMU neurons after each input pattern classification. For each neuron, a corresponding chain state in $V$ is created. The transition matrix estimation $M$ summarizes the number of activations affected by the neuron $i$ followed by the activation of $j$, this is defined by the element $L(i,j)$ of matrix $L$ in equation 10.

$$
L = \begin{pmatrix}
    L_{0,0} & \cdots & L_{0,i} \\
    \vdots & \ddots & \vdots \\
    L_{i,0} & \cdots & L_{i,j}
\end{pmatrix}
$$

(10)
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Each element of the probability matrix $M(i,j)$ is estimated by the division of $L(i,j)$ by the sum $s(i)$ of all transitions which start at the state $i$ (equation 11). As SONDE applies an incremental learning updating technique, the probability matrix $M$ is estimated for each input pattern of the time series at the instant $t$, which is denoted as $M_t$.

$$s(i) = \sum_{j=0}^{n-1} L(i,j)$$

Using the sequence of Markov chains $M_t$, which were estimated during the learning of a series, we apply metrics of knowledge variation such as the Shannon entropy (Pincus, 1991) and the Kullback-Liebler divergence (Itti and Baldi, 2005). Such metrics helps to quantify the novelty introduced by the learning of the $t$-th input pattern into the knowledge model $M_{t-1}$.

In this work, we propose quantifying novelties using an entropy-based metric as defined by equation 13, where $E(t)$ is the mean state entropy, defined in equation 12, according to the transition probability matrix $M_t$ and the number of states $n_t$. We observed that such metric has the ability of reflecting non-temporal novelties (i.e. neuron creation).

$$E(t) = -\sum_{i}^{n} \sum_{j}^{n} M_t(i,j) \log(M_t(i,j))$$

$$N(t) = |E(t) - E(t-1)|$$

SIMULATION WITH SHANNON ENTROPY AS NOVELTY METRIC

Three simulations were conducted to illustrate the relation between entropy variation and novelties. The first simulation consists of the detection of noise in a linear signal, the second considers a periodic system to compare temporal and non-temporal novelties, and the third comprises of novelty detection on noisy first-order autoregressive time series. Each simulation is composed of the following steps: SONDE processes input pattern series, estimates Markov chains for each input pattern and computes the entropy-based novelty metric.

The first simulation presents a simple example of noise detection by employing the entropy-based novelty metric defined in equation 13. In this simulation, the task is to identify noise on a constant signal $y=1$. Such noise has the probability $p$ of happening, with intensity following a Gaussian distribution. The results obtained with $p=0.01$, $\mu=0$ and $\sigma^2=1$ are shown in Figure 6. In these results, the horizontal axis represents the number of input patterns submitted to SONDE (configured with the following parameters: $\gamma=0.1$, $\Omega=0.1$ and $\varepsilon_0=0.4$). For the curve Inputs, the vertical axis represents the values of the patterns and, for the curve Novelty metric, it represents the novelty intensity. In the same figure, we can observe high variations in the presence of noise, although eventually time lags and false alarms may occur.

The second simulation aims at comparing the entropy-based metric to the non-temporal detection, using the SONDE neuron creation. In this simulation, illustrated in Figure 7, the SONDE receives a
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Figure 6. Simulation of noise detection in a constant signal

three-valued sequence in the form 123123...123 simulating the behavior of a system. The input pattern sequence is represented by the curve Inputs smoothed with a natural cubic spline, which allows better visualization. The curve Novelty metric represents the values obtained from the metric proposed in equation 13, using a factor of 10. The curve States, also smoothed, represents the current state of the Markov chain. The SONDE learning parameter configuration is: $\gamma=0.1$, $\Omega=0.1$ and $\pm_0 = 0.4$.

In this simulation, three tests were conducted to illustrate the detection and level measurement of novelties. The first consisted of the insertion of element 1, a previously known event, in an unexpected order (after another 1). In Figure 7, we observe that such insertion does not cause a neuron creation, but a variation of the novelty metric.

The second situation considered the insertion of a sequence of values 3, which also does not result in neuron creation, but induces an entropy variation. After a sequence of 3s, the Entropy variation curve decreases because the input and the sequence were learnt. This variation corresponds to the novelty level after continuous learning. Such temporal novelty level cannot be measured without the modeling of the causal relationship of events.

In the last situation of this simulation, unknown values 4 were introduced causing both novelty metric variation and neuron creation. After the first 4, a negative variation of the novelty metric curve is observed resulting from the insertion a new neuron.

This simulation confirms that novelty detection based only on neuron creation, i.e. a non-temporal novelty metric, does not satisfy the requirements of time-series applications as it does not represent temporal novelties (occurred at the moment of unexpected events 1 and 3). In a similar manner, novelty level attenuation (demonstrated during the learning of the sequence of several 3s) cannot be obtained from similarity-based techniques.

The last simulation was performed to illustrate the entropy-based novelty metric applied to a more complex and real-life-based application which considers noise on time series. In this simulation, a data
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Figure 7. Simulation comparing non-temporal and temporal novelty detection in a periodic sequence of three values

sequence is generated by a first-order autoregressive stochastic process in the form \( x_t = \varphi x_{t-1} + a_t \), where \( a_t \) is a Gaussian random variable with mean 0 and variance 0.1. The data sequence is comprised of 3,000 points, where the first 1,000 points were obtained from a stationary parameter \( \varphi = 0.1 \), the following 1,000 from a non-stationary parameter \( \varphi = 1 \) and the last 1,000 with the same behavior as the first one (\( \varphi = 0.1 \)). These points were learnt by SONDE using the learning parameters \( \gamma = 0.1, \Omega = 0.01 \) and \( \varepsilon = 0.4 \).

Figure 8 presents the data input in the curve Inputs, the novelty metric output (with a shifting factor of 2 and scaling factor of 5 – to improve visualization) in curve Entropy variation and the Markov chain states (with a reducing scale factor of 10 – to improve visualization) in the curve States. We observe a novelty metric variation during the transitions between stationary and non-stationary processes and when data is abruptly modified from the previously known values.

AN EXPERIMENT BASED ON MEASURED DATA

To our knowledge, the only method that measures novelty levels on temporal data was proposed by (Itti and Baldi, 2005). However, this method is not suitable for time series because it is specialized for video and relies on neuron maps to analyze and estimate probability distribution functions. In order to compare the proposed approach to another incremental method for detection of temporal novelties, we performed experiments using the dataset Laser offered by the Santa Fe Institute (Ma and Perkins, 2003). The Laser dataset presents experimental data with chaotic attractors which approximately follows the Lorenz model (Huebner et al., 1989). In the experiments conducted by (Ma and Perkins, 2003), they employed an incremental Support Vector Regression technique to select the time-frames (sequence of data) presenting novel events, without evaluating their novelty intensity.
Figures 9 and 10 present results of applying the proposed approach on the Laser dataset with the learning parameters $\gamma=0.1$, $\Omega=0.1$ and $\pm_0 = 0.001$. These results are different from those obtained by Ma and Perkins (2003), where data from 0 to 200 were used only for training. After the training phase, novelties were only identified in the time-frames of about time instants 450 and 600, during approximately 10 instants.

In our results (Figure 10), the SONDE identified high novelty levels on the first 200 observations; this is during the learning phase which was not presented by Ma and Perkins (2003). From 200 on, we observe novelty levels attributed to two kinds of variations: extreme values, such as at points 602 and 934; and structural variations, such as at points 312, 320 and 650. While the extreme values can be easily perceived in Figure 9, the structural variations are better observed in Figure 10 which shows only the data points. It is important to observe that the novelties recognized on structural variations occur when data trajectories are increasing their chaoticity, pointing out temporal novelties.

**CONCLUSION**

This chapter presented the state-of-the-art in novelty detection, including recent studies on temporal novelty detection. In order to detect and measure temporal novelties, causal characteristics must be incrementally learnt. Current studies do not fully detect and quantify these temporal novelties nor do they completely consider causal relationships. This motivated the design of Self-Organizing Novelty Detection (SONDE), a self-organizing neural network which incrementally learns input patterns in order to represent unknown dynamics and fluctuation of the established behavior. The knowledge accumulated by SONDE is employed to estimate Markov chains which model causal relationships. Such model is applied to detect and measure temporal and non-temporal novelties. The evaluation of the proposed
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Figure 9. Novelty detection considering the Laser dataset

![Graph showing novelty detection considering the Laser dataset.](image)

Figure 10. Novelty detection considering the Laser dataset: showing data points

![Graph showing novelty detection considering the Laser dataset with data points.](image)

A Self-Organizing Neural Network to Approach Novelty Detection technique was conducted through simulations and experiments, which have presented promising results. Currently, we are investigating other metrics to characterize series behavior such as the Kullback-Leibler divergence, Lyapunov numbers and Hurst exponent. Further directions of this work include the analysis of the long-term influence of causal relationships, the development of a control to adapt the learning parameters which will improve the SONDE incremental learning, the evaluation of the novelty level quality and comparison to other approaches.
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ENDNOTES

1 The temporal classification of techniques is important in the context of this work. Other studies may classify using different criteria such as the data dimensionality, the model space to represent the knowledge, etc.

2 Available at: http://lib.stat.cmu.edu/datasets/
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ABSTRACT

An ideal linear sensor is one for which input and output values are always proportional. Typical sensors are, in general, highly nonlinear or seldom sufficiently linear enough to be useful over a wide range or span of interest. Due to the requirement of tedious effort in designing sensor circuits with sufficient linearity for some applications, the word nonlinearity has acquired a pejorative connotation. Hence, a computationally intelligent tool for extending the linear range of an arbitrary sensor is proposed. The linearization technique is carried out by a very efficiently trained neuro-fuzzy hybrid network which compensates for the sensor’s nonlinear characteristic. The training algorithm is very efficient in the sense that it can bring the performance index of the network, such as the sum squared error (SSE), down to the desired error goal much faster than any first order training algorithm. Linearization of a negative temperature coefficient thermistor sensor with an exponentially decaying characteristic function is used as an application example, which demonstrates the efficacy of the procedure. The proposed linearization technique is also applicable for any nonlinear sensor (such as J-type thermocouple or pH sensor), whose output is a monotonically increasing/decreasing function.

INTRODUCTION

Within the artificial intelligence society, the term computational intelligence is largely understood as a collection of intelligent computational methodologies such as fuzzy-logic-based computing, neuro-
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computing, and evolutionary computation that help in solving complex computational problems in science and technology which are not solvable or at least not easily solvable by using the conventional mathematical methods (Palit and Popovic, 2005). In the 1990s a growing number of publications on the successful combination of intelligent computational technologies - neural, fuzzy and evolutionary computation - have been reported. Since then hybrid systems, such as neuro-fuzzy networks, have been studied intensively due to their several advantages over the individual constituents. For instance, neural networks have been combined with fuzzy logic resulting in neuro-fuzzy or fuzzy-neural systems in which:

- Neural networks tune the parameters of the fuzzy logic systems, which are used in developing the adaptive fuzzy controllers as implemented in the Adaptive Network-Based Fuzzy Inference System (ANFIS) proposed by Jang (1993).
- Fuzzy logic systems monitor the performance of the neural network and adapt its parameters optimally, for instance, in order to achieve the nonlinear mapping and/or the function approximation to any desired accuracy (Wang and Mendel, 1992a).
- Fuzzy logic is used to control the learning rate of neural networks to avoid the creeping phenomenon in the network while approaching the solution minimum (Arabshahi et al., 1992).

In addition to many applications and improvements, several theoretical results such as universal function approximation capability of neuro-fuzzy networks have also been obtained (Wang, 1994; Wang and Mendel, 1992b). In this chapter, the same feature (universal approximation capability) of the hybrid networks has been exploited for the linearization of highly nonlinear sensor characteristics.

Usually, some particular types of well defined sensor nonlinearities (exponentially rising or exponentially decaying) are compensated by hardware techniques (i.e. by using logarithmic converter) as reported by Patranabis et al. (1988). However, the hardware based linearization procedure lacks the portability i.e. the same procedure cannot be applied so easily to other categories of sensor nonlinearities. In contrast, the linearization technique based on computationally intelligent technology (software based linearization) can very easily be applied to almost all types of sensor nonlinearities. A similar approach but with artificial neural networks has already been reported by Medrano-Marques and Martin-Del-Brio (2001).

However, it is to be noted that the success of software based linearization process based on neural networks and/or neuro-fuzzy networks highly depends on the optimal tuning of (fuzzy) system parameters. Therefore, in this chapter, a training algorithm based on Levenberg-Marquardt approach has been presented that can be applied to fine-tune the free parameters of the hybrid neuro-fuzzy network very efficiently. The training algorithm is very efficient in the sense that it can bring the performance index (sum squared error value) of the network down to the desired error goal much faster than any first order training algorithm (backpropagation algorithm). Thereafter, as an application example, linearization of a negative temperature co-efficient (NTC) type of thermistor sensor has been considered.

The rest of the chapter is organized as follows. The next section presents the structure of the selected neuro-fuzzy network and its training algorithm. Thereafter, the sensor characteristic linearization has been presented as an application example. In the same section, the linearization technique of an arbitrarily chosen nonlinear sensor and the experimental simulations are presented. Finally, the chapter concludes with a brief discussion.
NEURO-FUZZY NETWORK

We propose, here, a hybrid neuro-fuzzy network for the purpose of linearization of nonlinear sensor’s characteristics. The main advantage of such a hybrid neuro-fuzzy approach is that it exploits the merits of both neural networks and fuzzy logic based modeling techniques. For instance, the fuzzy models are based on fuzzy “If-Then” rules and are, to some extent, transparent to interpretation and analysis by human experts. In contrast, the neural networks based model has the unique learning ability. In this chapter, hybrid neuro-fuzzy network is constructed by the multi-layer feed-forward network representation of fuzzy logic system as described in (1) - (4). The fuzzy logic system considered here is based on Takagi-Sugeno (TS) type of fuzzy model and with Gaussian membership functions (GMF), product inference rule, and a weighted average defuzzifier.

\[ f(x) = \frac{\sum_{i=1}^{M} (\beta^i \cdot y^i_{TS})}{\beta^i} \]  

\[ y^i_{TS} = \left( \theta^i_0 + \theta^i_1 x_1 + \cdots + \theta^i_n x_n \right) \]  

\[ \beta^i = \prod_{i=1}^{n} \mu_{c_i^l}(x_i), \text{ with } \mu_{c_i^l}(x_i) = \exp \left\{ \frac{(x_i - c_i^l)^2}{(\sigma_i^l)^2} \right\} . \]  

Here, we assume that the mean parameter i.e. \( c_i^l \in U_i \), and the variance parameter of Gaussian membership functions i.e. \( \sigma_i^l > 0 \), and the \( l \)th rule (Takagi-Sugeno) consequent i.e. \( y^i_{TS} \in V \), where \( U_i \) and \( V \) are universes of discourse for the \( i \)th input, and single output of the fuzzy logic system respectively and the input vector \( x = (x_1, x_2, \cdots, x_n) \), \( x_i \in U_i \). The corresponding \( l \)th rule (Takagi-Sugeno) from the above fuzzy logic system can be written as follows:

\[ R^l: \text{If } x_1 \text{ is } G^l_1 \text{ and } x_2 \text{ is } G^l_2 \text{ and } \cdots \text{ and } x_n \text{ is } G^l_n \]  

Then \[ y^i_{TS} = \left( \theta^i_0 + \theta^i_1 x_1 + \cdots + \theta^i_n x_n \right) . \]  

In the above fuzzy logic model and also in the fuzzy rule, \( x_i \), with \( i = 1, 2, 3, \ldots, n \); are the \( n \) inputs to the fuzzy logic system and \( f \) is the output from the fuzzy logic system. Similarly, \( G^l_i \), with \( i = 1, 2, 3, \ldots, n \); and with \( l = 1, 2, 3, \ldots, M \); are the \( (M \times n) \) Gaussian membership functions (GMFs) with corresponding mean and variance parameters as \( \left( c_i^l, \sigma_i^l \right) \) respectively. \( y^i_{TS} \) is the output consequent of \( l \)th fuzzy rule.

Note that Gaussian membership functions shown in the rule antecedents (i.e. in “If” parts) actually represent the linguistic terms such as low, medium and high, etc. or slow, moderate and fast, etc. It is clear that because of the crisp output function, the rule stated in (4) is a Takagi-Sugeno (TS) type of fuzzy rule. In the above fuzzy logic system, the Gaussian membership function has been deliberately selected as it is continuous and differentiable at all points, which are essential criteria for first or second order derivative based training algorithms. As mentioned earlier, the above fuzzy logic system is a universal
function approximator and hence, the similar feature will later be exploited to approximate the inverted characteristic function of the sensor (see Figure 6).

Note that by carefully observing the functional forms of (1) - (4), it can be seen that the above fuzzy logic system can be represented as a three-layer multi-input and single-output feed-forward network as shown in Figure 1. Because of neuro-implementation of a TS type of fuzzy logic system, Figure 1 actually represents a TS type multi-input single-output (MISO) neuro-fuzzy network. Here, instead of connecting weights and biases as in neural networks, we have the mean $c_l$ and the variance $s_l$ parameters of the Gaussian membership functions, along with $q_{l,i}$ i.e. $y_{TS}$ from the TS rules consequent as the equivalent free parameters. The neuro-fuzzy network implemented above with a sufficiently large number of optimally tuned free parameters (i.e. with a large number of tuned rules) can approximate any nonlinear function to any degree of accuracy based on the given input-output data pairs.

EFFICIENT TRAINING ALGORITHM FOR NEURO-FUZZY NETWORKS

The TS type of fuzzy logic system, once represented as the equivalent multi-input single-output feed-forward network (Figure 1), can generally be trained using any classical training algorithm of neural networks. However, because of much faster convergence speed, the Levenberg-Marquardt training is generally preferred to the standard backpropagation algorithm (Hagan and Menhaj, 1994).

Levenberg-Marquardt Algorithm (LMA)

If a function $V(w)$ is to be minimized with respect to the parameter vector $w$ using Newton’s method, the updated parameter vector $w$ is defined as:

$$\Delta w = -\left[\nabla^2 V(w)\right]^{-1} \cdot \nabla V(w)$$

(5a)
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\[ w(k + 1) = w(k) + \Delta w \] \hspace{1cm} (5b)

In equation (5a), \( \nabla^2 V(w) \) is the Hessian matrix and \( \nabla V(w) \) is the gradient of \( V(w) \). If the function \( V(w) \) is taken to be a sum squared error (SSE) function as follows:

\[ V(w) = 0.5 \cdot \sum_{r=1}^{N} e_r(w)^2 \] \hspace{1cm} (6)

then the gradient of \( V(w) \) and the Hessian matrix \( \nabla^2 V(w) \) are generally defined as:

\[ \nabla V(w) = J^T(w) \cdot e(w) \] \hspace{1cm} (7a)

\[ \nabla^2 V(w) = J^T(w) \cdot J(w) + \sum_{r=1}^{N} e_r(w) \nabla^2 e_r(w) \] \hspace{1cm} (7b)

where, the Jacobian matrix \( J(w) \) is as follows:

\[
J(w) =
\begin{bmatrix}
\frac{\partial e_1}{\partial w_1} & \frac{\partial e_1}{\partial w_2} & \ldots & \frac{\partial e_1}{\partial w_N} \\
\frac{\partial e_2}{\partial w_1} & \frac{\partial e_2}{\partial w_2} & \ldots & \frac{\partial e_2}{\partial w_N} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial e_N}{\partial w_1} & \frac{\partial e_N}{\partial w_2} & \ldots & \frac{\partial e_N}{\partial w_N}
\end{bmatrix}
\] \hspace{1cm} (7c)

From (7c), it can be seen that the dimension of the Jacobian matrix is \( (N \times N_p) \), where \( N \) is the number of training samples and \( N_p \) is the number of adjustable (free) parameters in the entire network. For the Gauss-Newton method, the second term in (7b) is assumed to be zero. Therefore, the updated equation according to (5a) will be:

\[ \Delta w = -\left[ J^T(w) \cdot J(w) \right]^{-1} \cdot J^T(w) \cdot e(w) \] \hspace{1cm} (8a)

Now the Levenberg-Marquardt’s modification of the Gauss-Newton method is:

\[ \Delta w = -\left[ J^T(w) \cdot J(w) + \mu \cdot I \right]^{-1} \cdot J^T(w) \cdot e(w) \] \hspace{1cm} (8b)
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where \( I \) is the \( (N_p \times N_p) \) identity matrix, and the parameter \( \mu \) is multiplied or divided by some factor whenever the iteration step increases or decreases the value of \( V(w) \).

Here, the updated equation according to (5b) is:

\[
w(k+1) = w(k) - [J^T(w) \cdot J(w) + \mu \cdot I]^{-1} \cdot J^T(w) \cdot e(w)
\]

It is important to note that for a large \( \mu \) the algorithm becomes the steepest descent algorithm with step size \( \frac{1}{\mu} \), and for small \( \mu \), i.e. \( \mu \approx 0 \), it becomes the Gauss-Newton method.

Furthermore, as shown in equation (9a), the modified error index (MEI) term \( V_{MEI}(w) \) can also be added to the original SSE function \( V(w) \) in order to further improve the training convergence (Xiaosong et al., 1995). The corresponding gradient with MEI can now be defined by using a Jacobian matrix as (see Palit et al. (2009) for detailed derivation):

\[
V_{new}(w) = V(w) + V_{MEI}(w), \text{ and } V_{new}(w) = 0.5 \cdot \left[ \sum_{r=1}^{N} e_r^2(w) + \gamma \sum_{r=1}^{N} (e_r(w) - e_{avg})^2 \right] 
\]

Therefore, \( \nabla V_{new}(w) = J^T(w) \cdot [e(w) + \gamma \cdot (e(w) - e_{avg})] \) \quad (9a)

In the above equations \( e(w) = [e_1(w), e_2(w), \ldots, e_N(w)]^T \) is the column vector of errors, \( e_{avg} = (e_1(w) + e_2(w) + \cdots + e_N(w))/N \) is the average training error in each epoch, while \( \gamma \) is a constant factor such that \( \gamma << 1 \), which needs to be chosen appropriately.

Computation of the Jacobian Matrix

The computations of the Jacobian matrices are considered to be the most difficult step in implementing the LMA. Therefore, in this section, we describe a simple technique to compute, layer by layer, the Jacobian matrix from the backpropagation results reported in Palit and Popovic (2005). Layer-wise or parameter-wise computation of Jacobian matrix is possible because, as stated in equations (10a) - (10b), the final contents of the Hessian matrix remain unaltered even if the whole Jacobian is divided into smaller parts. Furthermore, this partition of the Jacobian matrix helps to avoid computer memory shortage problem, which usually occurred earlier with old computers for extremely large neural and/or neuro-fuzzy networks.

\[
\nabla^2 V(w) \approx [J^T(w)] \cdot [J(w)] = [J_1^T(w) \cdot J_1(w), J_2^T(w) \cdot J_2(w)] 
\]

\[
[J(w)] = [J_1(w), J_2(w)] \text{ and } [J^T(w)] = [J_1^T(w), J_2^T(w)] 
\]

(10a)
For the computation of the Jacobian matrix, the results obtained from the backpropagation algorithm will be extensively used, where the derivatives of the sum squared error $S$ with respect to the network’s adjustable parameters namely $(\theta_o, \theta_i)$ and $(c_i, \sigma_i)$ for the fuzzy logic system (1) - (4) have already been computed (see Palit et. al., 2009).

Therefore, the gradient $\nabla V(\theta_o)$ derived in the backpropagation algorithm can be written as:

$$\nabla V(\theta_o) \equiv \left( \frac{\partial S}{\partial \theta_o} \right) \{ \beta^i / b \} (f - d)$$

where, $f$ and $d$ are the vectors of actual output and desired output respectively for all training samples of the Takagi-Sugeno type MISO neuro-fuzzy network; and $b = \left( \beta^1 + \beta^2 + \cdots + \beta^M \right)$ is the summation of degrees of fulfillment of $M$ fuzzy rules (see Palit and Popovic (2005) for details). Now, by comparing (11) and (12), where the gradient $\nabla V(w)$ is expressed as the transpose of the Jacobian matrix multiplied by the network’s error vector, i.e.

$$\nabla V(w) = J^T(w) \cdot e(w)$$

the corresponding Jacobian matrix and the transpose of Jacobian matrix for the parameter $(\theta_o)$ of the neuro-fuzzy network can be written as:

$$J^T(\theta_o) = [\beta^i / b]$$

$$J(\theta_o) = [\beta^i / b]^T$$

where the prediction error of neuro-fuzzy network is written as:

$$e(\theta_o) = (f - d)$$

If the normalized prediction error of the neuro-fuzzy network is considered, then, instead of equations (13a) and (13b), the corresponding Jacobian and transpose of Jacobian matrix will be as follows:

$$J^T(\theta_o) = [\beta^i] \quad \text{and} \quad J(\theta_o) = [\beta^i]^T$$

This is because the normalized prediction error for any free parameter vector $(w)$ of the MISO neuro-fuzzy network is

$$e_{normalized}(w) = (f - d) / b$$
Similarly, the transpose of the Jacobian matrix and the Jacobian matrix itself for the parameter \((\theta_i')\) of the neuro-fuzzy network can be written as:

\[
J^T (\theta_i') = \left[ (\beta_i'/b) \cdot x_i \right]
\]

(17a)

\[
J (\theta_i') = \left[ (\beta_i'/b) \cdot x_i \right]^T
\]

(17b)

Also, by considering normalized prediction error from (16), equations (17a)-(17b) then become:

\[
J^T (\theta_i') = \left[ \beta_i' \cdot x_i \right] \quad \text{and} \quad J (\theta_i') = \left[ \beta_i' \cdot x_i \right]^T
\]

(18)

Now, the Jacobian matrix computations of the remaining parameters \((c_i', \sigma_i')\) are performed similarly taking into consideration the normalized prediction error of equation (16).

\[
J^T (c_i') = \left[ 2 \cdot \beta_i' \cdot \left( y_{TS} - f \right) \cdot \left( x_i - c_i' \right) \left/ \left( \sigma_i' \right)^2 \right. \right]
\]

(19a)

\[
J (c_i') = \left[ 2 \cdot \beta_i' \cdot \left( y_{TS} - f \right) \cdot \left( x_i - c_i' \right) \left/ \left( \sigma_i' \right)^2 \right. \right]^T
\]

(19b)

Finally,

\[
J^T (\sigma_i') = \left[ 2 \cdot \beta_i' \cdot \left( y_{TS} - f \right) \cdot \left( x_i - c_i' \right)^2 \left/ \left( \sigma_i' \right)^3 \right. \right]
\]

(20a)

\[
J (\sigma_i') = \left[ 2 \cdot \beta_i' \cdot \left( y_{TS} - f \right) \cdot \left( x_i - c_i' \right)^2 \left/ \left( \sigma_i' \right)^3 \right. \right]^T
\]

(20b)

The above procedure actually describes the layer by layer computation of Jacobian matrices for various parameters of neuro-fuzzy network from the backpropagation results (see Palit and Popovic (2005) for details). It is to be noted that while computing the Jacobian matrices care has to be taken so that the dimensions of the Jacobian matrices match correctly with \(\left( N \times N_p \right)\), where \(N\) = number of training samples (input-output training data sets) and \(N_p\) = number of adjustable parameters in the network layer considered.

**Oscillation Control During Network Training**

The proposed Levenberg-Marquardt algorithm with a modified error index extension of the original SSE function as the new performance function, in general, is very efficient and much faster than both the pure backpropagation algorithm and the pure LMA in training the neuro-fuzzy network considered.
in this chapter. However, the performance function (SSE) of the network is not always guaranteed to reduce towards the desired error goal in every epoch of training. This means that training may sometimes proceed in the opposite direction resulting in a continuous increase in SSE (instead of reduction after every epoch) or even oscillation, thus giving rise to a longer training time or even an undesirable training performance. In order to guarantee a satisfactory training performance, two sets of adjustable parameters are recommended to be stored. If the updated or new set of adjustable parameters reduces the network's SSE function in the following epoch then the same set of parameters is used for further training and the value of the $\mu$ parameter is reduced. Otherwise, if the SSE tends to increase beyond some factor, say WF (wildness factor of oscillation and WF can be 1.01, for example) times the current SSE with new set of parameters, then the new set is discarded and training proceeds with the old set of parameters. Thereafter, a new direction of training is sought with the old set of parameters and with a higher value of the $\mu$ parameter. In this way, in every epoch SSE is either decreased steadily or at least maintained within the region of current performance value.

**APPLICATION EXAMPLE: SENSOR CHARACTERISTIC LINEARIZATION**

The proposed neuro-fuzzy approach will be applied for the nonlinear sensor characteristic’s linearization. The linearization technique described in the next few sections is so general that it can be applied to any arbitrary sensor, whose output is a monotonically increasing/decreasing function. Again, the proposed linearization technique can be applied to both highly nonlinear and partially nonlinear sensors where the (small) linear operating regions of the sensors need to be further increased to some extent. However, for the purpose of testing the efficacy of the proposed neuro-fuzzy approach, we have selected an NTC type of thermistor sensor which provides an exponentially decaying nonlinearity. As per Patranabis et. al. (1988) the linearization of this type of nonlinearity is, in fact, not so simple.

**Problem Description: Need for Sensor Linearization**

Sensors are widely used in various industries, business premises, automated systems, home and domestic appliances and so on, for quick and precise measurements of various physical process variables such as temperature, pressure, level, flow, vibration, force, motion, moisture content, humidity, pH, chemical measurements, etc. An ideal linear sensor is one for which the cause and effect are in proportion for all input and output values. However, typical sensors are, in general, highly nonlinear or seldom sufficiently linear enough to be useful over a wide range or span of interest. The nonlinearity associated with these sensors often creates several difficulties in direct digital read-out or in control applications. Sensor nonlinearity is not only associated with its type or nature but also with other factors like manufacturing tolerances, environmental effects and performance drifts due to aging; these factors contribute to the sensor’s nonlinearity and bring up a need for frequent calibration of the sensor. Additionally, the signal conditioning circuits used for linearization may also sometimes contribute to the nonlinearity. For instance, the popularly used instrumentation bridge also introduces a form of nonlinearity, which modifies the inherent characteristics of the sensor. All these influencing factors bring up the need to linearize the response of the sensors in order to maintain it in a usable form for the final measurement and/or control applications.
Conventional Linearization Methods

In order to convert the nonlinear sensor’s response into a linear output, several analog and digital techniques are commonly used. For instance, for the sensors with exponentially rising characteristic function, Patranabis et al. (1988) proposed the logarithmic converter (analog hardware technique) for linearizing the response characteristic. On the other hand, for the sensors with exponentially decaying characteristic function, an additional inverting function was required and therefore, Patranabis et al. (1988) used the log-converter and a FET. The latter analog method is then compared with the simple “single-stroke” digital technique. Ghosh and Patranabis (1992) also proposed a simple algorithm-oriented digital technique that utilized a truncated power series to linearize the thermistor type sensor characteristics. In their linearization method, early truncation of the power series also reduced the computation time considerably.

Another linearization technique, which is conceptually the simplest, is a read-only-memory (ROM) based look-up table. In this method, the entire dynamic range of the sensor and the conversion table for the measurand are stored in the ROM. The digital equivalent of the measurand is obtained by addressing the ROM. Another method is a nonlinear coding scheme utilized with the help of a digital to analog converter (DAC), and the measurand is linearly encoded by a nonlinear decoding function. The classical statistical regression modeling is also used to determine the polynomial approximation of the sensor’s characteristics (Khan et al., 2002).

Selected Nonlinear Sensor and Its Characteristic Function

As aforementioned, an NTC type of thermistor (temperature) sensor has been considered for this chapter. A thermistor is usually made up of semiconductor material and its resistance is temperature dependent. The actual characteristic of an NTC thermistor can be described by the exponential relation. This approach, however, is only suitable for describing a restricted range around the rated temperature or resistance with sufficient accuracy. The resistance-temperature relationship of thermistor is usually provided by the manufacturer in tabular form. The resistance-versus-temperature relationship of a thermistor is given by:

\[
R_T = R_{T_0} \exp \left[ \beta \left( \frac{1}{T} - \frac{1}{T_0} \right) \right]
\]

(21)

where \( R_T \) = thermistor resistance (Ohm) at temperature \( T \) degree K (Kelvin), \( R_{T_0} \) = thermistor nominal resistance (Ohm) at temperature \( T_0 \) degree K and \( \beta \) = thermistor material constant. This standardized curve represented by (21) has been experimentally determined with utmost accuracy.

The \( \beta \) value is determined by the ceramic material and represents the slope of the resistance temperature curve. In (21), the \( \beta \) value is defined by two points \( (R_T, T) \) and \( (R_{T_0}, T_0) \) of the R/T curve. In mathematical form, it can be described as:

\[
\beta = T \cdot \frac{T_0}{(T - T_0)} \ln \left( \frac{R_{T_0}}{R_T} \right)
\]

(22)
The specifications of the thermistor under consideration are as follows for the entire operating range: 
\(R_{T_0} = 10000 \text{ Ohm}, \ T_0 = 298 \text{ degree Kelvin, or 25 degree Celsius}, \ \beta = 3548\) and operating range = -15 degree Celsius to 80 degree Celsius.

The resistance-temperature characteristic of the thermistor under consideration is shown in Figure 2. One can easily see the nonlinearity of resistance associated with temperature from Figure 2. This response characteristic of the thermistor and the above mentioned specifications are taken as reference for building the inverted nonlinear function using neuro-fuzzy network.

**Signal Conditioning for Thermistor Sensor**

The thermistor resistance changes with the change in excitation temperature to which the thermistor is being exposed. This change in resistance can easily be measured by connecting the thermistor to a balanced bridge. Wheatstone’s bridge is most frequently used for such a measurement. Another simplified scheme could be the use of a voltage divider as shown in Figure 3. The advantage of such simple signal conditioning unit is that one can get the nonlinear voltage signal corresponding to the input temperature with less electronic circuits.

The output voltage \(V_{out}\) in Figure 3 can be computed for the change in thermistor resistance \(R_{therm}\) with the following equation:

\[
V_{out} = V_{in} \cdot \frac{1}{1 + \left(\frac{R_{therm}}{R}\right)}
\]

\(23\)

---

Figure 2. Temperature versus resistance curve of an NTC thermistor
Efficient Training Algorithm for Neuro-Fuzzy Network and its Application

Three temperature-voltage characteristic curves for the above scheme are shown in Figure 4 for three different conditions. For all three conditions, the output voltage ($V_{out}$) remains nonlinear as it depends on the thermistor resistance ($R_{therm}$). The output voltage ($V_{out}$) can be made larger by using a higher input voltage ($V_{in}$). Changing the input voltage ($V_{in}$) while the resistance ($R$) remains fixed will definitely change the temperature versus $V_{out}$ characteristic plot. However, the response in all cases will be nonlinear. We have considered the fixed resistance ($R$) of value 1000 Ohms and the input excitation voltage ($V_{in}$) of value 1.0 Volt purposefully (see top-left plot in Figure 4) to simulate the highly nonlinear sensor characteristic, which we will later demonstrate on the linearization capability of the neuro-fuzzy model. The input excitation voltages ($V_{in}$) for other two plots are set to 5.0 Volts, whereas the respective values of fixed resistances ($R$) in top-right and bottom plots are set to 1000 Ohms and 10000 Ohms. So, notice that using the above signal conditioning scheme, we have produced three different types of nonlinear characteristics of an NTC thermistor sensor.

Proposed Neuro-Fuzzy Modeling for Sensor Linearization

The main objective here is to use computationally intelligent tool for sensor characteristic linearization. Since $V_{out}$ is presently known from the voltage divider, we can use this nonlinear voltage information ($V_{out}$) as one of the input data to the neuro-fuzzy network and train the network subsequently using the proposed Levenberg-Marquardt algorithm. The purpose of the network training is to model the $V_{outmirror}$ curve, which is practically the inverse response characteristic of the temperature versus the $V_{out}$ curve with respect to the blue tangent line (see Figure 5).

Figure 6 shows the schematic block diagram for sensor characteristic linearization using a neuro-fuzzy model. It depicts the precise neuro-fuzzy model of the inverse response characteristic of the selected thermistor, i.e. the $V_{outmirror}(t)$ curve when subsequently added to the $(V_{out} - V_{outmirror})/2$ signal, produces the linear output response (tangent) or $V_{outlinear}(t)$. In order to model the inverse response characteristic curve by neuro-fuzzy network properly, in addition to the application of nonlinear output voltage ($V_{out}$) from signal conditioner, the thermistor resistance ($R_{therm}$) values corresponding to the known excitation...
temperatures (t deg. C or T = t + 273 deg. K) were also applied as the second input to the neuro-fuzzy network. The desired output from the neuro-fuzzy network after successful training is the inverse response characteristic of the thermistor or $V_{\text{outmirror}}(t)$. Theoretically, the various data points of the $V_{\text{outmirror}}(t)$ curve can be computed very easily using the formula given below.

$$V_{\text{outmirror}}(t) = (2 \cdot V_{\text{outlinear}}(t) - V_{\text{out}}(t)) \quad (25)$$

Note that in the above equations, $V_{\text{outlinear}}(t)$ actually represents the tangent drawn at any suitable point on the $V_{\text{out}}(t)$ nonlinear output curve and the constants $a$ and $b$ are the slope and intercept from the Voltage axis (Y-axis) respectively.

**EXPERIMENTAL SIMULATION AND RESULTS**

In this section, we describe the experimental simulation performed with the selected neuro-fuzzy network which has two inputs, one output and 10 fuzzy rules. Therefore, 10 Gaussian membership functions
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were also selected for each input and the rule antecedents. In order to train the neuro-fuzzy network, an input-output data matrix or XIO matrix was created with three columns, where the first two columns were the two inputs to the network and the third column was the desired output from the network. The generated XIO matrix is shown below:

\[
XIO = \begin{bmatrix}
V_{out}(t_1) & R_{t_1} & V_{outmirror}(t_1) \\
V_{out}(t_2) & R_{t_2} & V_{outmirror}(t_2) \\
\vdots & \vdots & \vdots \\
V_{out}(t_{102}) & R_{t_{102}} & V_{outmirror}(t_{102})
\end{bmatrix}
\] (26)

All three columns of the XIO matrix were separately normalized applying the equations (27) and (28) given below, so that the normalized input and output data values were always within the desired range of 0 to 1.

Given a row vector \( \mathbf{u} = [u_1, u_2, u_3, \ldots, u_q] \), with \( q \) data points, the scaled and normalized row vector \( \mathbf{u}_{nc} \) can be written as

\[
\mathbf{u}_{nc} = K_0[(u_1 - u_{min}), (u_2 - u_{min}), (u_3 - u_{min}), \ldots, (u_q - u_{min})] + u_{lo}.
\] (27)

\[
K_0 = \frac{(u_{hi} - u_{lo})}{(u_{max} - u_{min})}
\] (28)

Figure 5. \( V_{out}(t) \) (Temperature vs. nonlinear output voltage, red curve), \( V_{outlinear}(t) \) (tangent, blue line) and \( V_{outmirror}(t) \) (inverse response characteristic, black curve)
In the above equations $u_{\text{max}}$ and $u_{\text{min}}$ are the maximum and minimum values respectively of the row vector ($\mathbf{u}$ vector), and $u_{\text{hi}} = 1, u_{\text{lo}} = 0$ are the desired highest and lowest values respectively of the scaled or normalized row vector ($\mathbf{u}_{\text{norm}}$ vector).

For the network’s training, the entire input-output data set (i.e. 1 to 192 rows of XIO matrix) was used and the network’s training was performed with randomly generated initial free parameters values. The training performance of the network is depicted in Figure 7 and Figure 8.
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Figure 7 shows the training performance of the selected neuro-fuzzy network when trained with the proposed Levenberg-Marquardt algorithm. The upper-half of Figure 7 demonstrates that the performance function (SSE), in this case, was brought down very quickly from its initial SSE value of 10.547 to the desired error goal (final SSE value) of 9.045e-005 within only 38 epochs. Furthermore, the epoch versus SSE curve demonstrates that training does not exhibit any oscillation. The lower-half of Figure 7 demonstrates that the neuro-fuzzy network has modeled the inverse response characteristic \( V_{\text{outmirror}}(t) \) curve very accurately and thereby giving rise to a practically very smooth error line through 0 values.

Again, Figure 8 shows that the neuro-fuzzy network has modeled the temperature \( t \) vs. \( V_{\text{outmirror}}(t) \) curve very accurately as the neuro-fuzzy network’s output after the training completely overlaps the desired output. This resulted in a corresponding training accuracy of SSE = 9.045e-005 and MSE (mean square error) = 9.4219e-007.

Furthermore, adopting the linearization technique depicted in the schematic block diagram of Figure 6, the linearization achieved with the neuro-fuzzy network is further demonstrated in Figure 9. Figure 9 clearly shows that the linearization result obtained with the neuro-fuzzy approach overlaps the theoretical tangent line very much, which was computed using equation (24). Again, after getting the linearized thermistor output with the neuro-fuzzy modeling approach, the linearity of the final sensor output is tested for five different randomly selected temperature points. It was observed that the slopes between the different points for all such cases differ very marginally, as the maximum difference in the slope was found to be 0.000682.

Moreover, in order to validate the efficacy of the linearization process built with the help of the neuro-fuzzy model, five different thermistor resistance (i.e. \( R_{\text{therm}} \)) values and the five nonlinear voltage output (\( V_{\text{out}} \)) values from the signal conditioning unit were randomly selected corresponding to five known temperature (\( t \)) data points. The selected five \( R_{\text{therm}} \) and \( V_{\text{out}} \) values were then presented to the
trained neuro-fuzzy network as the five test data sets and the corresponding five predicted neuro-fuzzy output values (i.e. five predicted $V_{out\text{mirror}}$ values) were recorded and further processed to generate five corresponding $V_{out\text{linear}}$ values as described in the schematic block diagram of Figure 6. It was observed that the five computed $V_{out\text{linear}}$ values correspond very accurately to their respective known temperature data points which were not exposed to the neuro-fuzzy network at all.

As further application examples, the two remaining sensor characteristic curves from Figure 4 were also considered. It is needless to mention that in both the cases, the neuro-fuzzy network had accurately modeled the inverse response characteristic functions, which finally resulted in high quality linearization performances with this proposed technique.

**CONCLUSION**

In this chapter, an efficient training algorithm has been presented to train the Takagi-Sugeno type neuro-fuzzy network much speedily. Since the proposed training algorithm is primarily based on the Levenberg-Marquardt algorithm, the chapter also describes a simple technique to compute the Jacobian matrix, which is usually considered to be the most difficult step in implementing the LMA. The trained network is then applied for the linearization of a highly nonlinear sensor. Sensor characteristics linearization has always been a very important task for various applications, which includes the direct digital read out and control applications. It has been observed that neuro-fuzzy networks can very efficiently capture or approximate the inverse response characteristics of a nonlinear sensor, which in turn, helps in generating a highly linearized output from the nonlinear sensor. The intelligent models developed here can easily be programmed into low-cost embedded processors or micro-controller (16 bit or 32 bit), which will enable...
us to avoid the additional electronics required for linearization using the conventional techniques and thus help to overcome the losses or performance drifts of components due to the additional electronics. The presented results clearly show the excellent performance of the neuro-fuzzy network in linearizing the highly nonlinear sensor characteristics.

The algorithm should also be tested with other nonlinear sensors such as J-type thermocouple and pH sensor, and the accuracy of the results obtained here should be compared with other software/hardware based approaches, which are currently left as the future directions of this work.

ACKNOWLEDGMENT

The authors gratefully thank Mr. Sandeep Mane, an M.Sc student of Information and Automation Engineering department, who performed several simulation experiments written in MATLAB source code for this research work under the guidance of the first author.

REFERENCES


Section 2
Adaptive Evolutionary Systems
Chapter 5

A Review on Evolutionary Prototype Selection: An Empirical Study of Performance and Efficiency

Salvador García
University of Granada, Spain

José Ramón Cano
University of Jaén, Spain

Francisco Herrera
University of Granada, Spain

ABSTRACT

Evolutionary algorithms have been successfully used in different data mining problems. Given that the prototype selection problem could be seen as a combinatorial problem, evolutionary algorithms have been used to solve it with promising results. This chapter presents an evolutionary data mining application known as evolutionary prototype selection. Various approaches have been proposed in the literature following two strategies on the use of evolutionary algorithms: general evolutionary models and models specific to prototype selection problem. In this chapter, the authors review the representative evolutionary prototype selection algorithms proposed, give their description and analyze their performance in terms of efficiency and effectiveness. They study their performance considering different sizes of the data sets, and analyze their behavior when the database scales up. The results are statistically contrasted in order to argue the benefits and drawbacks of each model.

INTRODUCTION

In supervised classification problems, we usually have a training set of samples (prototypes, instances) in which each example is labeled according to a given class. In the group of supervised classifiers, we can find the Nearest Neighbor (NN) rule method (Papadopoulos & Manolopoulos, 2004; Shakhnarovich...
et al., 2006) that predicts the class of a new prototype by computing a similarity measure (Pekalska et al., 2006) between this prototype and all prototypes from the training set, called the k-Nearest Neighbors (k-NN) classifier. In the k-NN classifier, k nearest neighbors vote to decide the class of the new instance to classify. A specific case is the 1-NN, where just the nearest neighbor is considered to take the decision.

Recent studies show that k-NN classifiers could be improved by employing numerous procedures. Among them, we could cite proposals on instance reduction (Liu & Motoda, 2002; Wilson & Martinez, 2000) for incorporating weights for improving classification (Paredes & Vidal, 2006), and for accelerating classification task (Gómez-Ballester et al., 2006), etc.

Prototype Selection (PS) is an instance reduction process consisting of maintaining those instances that are more relevant in the classification task of the k-NN algorithm and removing the redundant ones. This attempts to reduce the number of rows in the data set without any loss in classification accuracy and obtain an improvement in the classifier. Various approaches of PS algorithms have been proposed in the literature, see Wilson & Martinez (2000) and Grochowski & Jankowski (2004) for a review. Another process used for reducing the number of instances in the training data is the prototype generation, which consists of building new examples by combining or computing several metrics among the original data and including them into the subset of the training data (Lozano et al., 2006).

Evolutionary Algorithms (EAs) have been successfully used in different data mining problems (see Freitas, 2002; Ghosh & Jain, 2005; García-Pedrajas & Ortiz-Boyer, 2007). Given that PS problem could be regarded as a combinatorial problem, EAs have been used to solve it with promising results (Cano et al., 2003). We termed such approaches as Evolutionary Prototype Selection (EPS).

The increase in the numbers of training samples is a staple problem in PS (which is known as the Scaling Up Problem). This problem produces excessive storage requirement, increases time complexity, and affects generalization accuracy. These drawbacks are present in EPS too, because they result in an increment in chromosome size and execution time and also lead to a decrease in convergence capabilities of the EA. Traditional EPS approaches generally suffer from excessively slow convergence between solutions because of their failure to exploit local information. This often limits the practicality of EAs on many large-scale problems where computational time is a crucial consideration. A first rapprochement on the use of EAs when this problem scales up can be found in Cano et al. (2005).

The aim of this paper is to present a review of the EPS algorithms proposed, provide their description and analyze their performance in terms of efficiency and effectiveness. We will study their performance considering different sizes of the data sets, aimed at studying their behavior when the database scales up. The results will be statistically contrasted in order to argue the benefits and drawbacks of each model.

This chapter is organized in the following manner. Section 2 presents the PS task formally and the scaling problem involved when the size of the data set increases. A review of EPS is given in Section 3. In Section 4 we describe the EPS methods studied. Details of empirical experiments and results obtained are reported in Section 5. Section 6 contains a brief summary of the work and the conclusions reached.

BACKGROUND

PS methods are instance selection methods (Liu & Motoda, 2002) which attempt to find training sets offering the best classification accuracy by using the nearest neighbor rule (1-NN), considering the distance measure as the Euclidean one.
A formal specification of the problem is the following: Let $X_p$ be an example where $X_p = (X_{p1}, X_{p2}, ..., X_{pm}, X_{pc})$, with $X_p$ belonging to a class $c$ given by $X_{pc}$ and an $m$-dimensional space in which $X_{pi}$ is the value of the $i$-th feature of the $p$-th sample. Then, let us assume that there is a training set $TR$ which consists of $n$ instances of $X_p$ and a test set $TS$ composed of $t$ instances of $X_p$. Let $S \subseteq TR$ be the subset of selected samples that resulted from the execution of a PS algorithm, then we classify a new pattern from $TS$ by the 1-NN rule acting over $S$. The whole data set is noted as $D$ and it is composed by the union of $TR$ and $TS$.

Wilson & Martinez (2000) suggest that the determination of the $k$ value in the k-NN classifier may depend on the proposal of the PS algorithm. Setting $k$ greater than 1 decreases the algorithm’s sensitivity to noise and tends to smoothen the decision boundaries. In some PS algorithms, a value $k > 1$ may be convenient, when the interest lies in protecting the classification task of noisy instances. In any case, Wilson states that it may be appropriate to find a value of $k$ to use during the reduction process, and then re-determine the best value of $k$ in the classification task. In EPS we have used the value $k = 1$, given that EAs need to have the greatest possible sensitivity to noise during the reduction process. In this manner, an EPS algorithm can better detect the noisy instances and the redundant ones in order to find a good subset of instances perfectly adapted to the simplest method of the nearest neighbors. By considering only an instance during the evolutionary process, the reduction-accuracy trade-off is more balanced and the efficiency is improved. The implication of this fact is the use of $k = 1$ in the classification, as Wilson points out.

Considering the size of the data sets, any algorithm is affected when the size of the problem it is applied to increases. This is the Scaling Up problem leading to:

- Excessive storage requirements.
- Increment of time complexity.
- Decrement of generalization capacity, introducing noise and over-fitting.

A way of avoiding the drawbacks of this problem was proposed in Cano et al. (2005), where a stratified strategy divides the initial data set into disjoint strata with equal class distribution. The number of strata chosen will determine their size, depending on the size of the data set. Using the proper number of strata we can significantly reduce the training set and avoid the drawbacks mentioned above. This proper number is fixed empirically.

Following the stratified strategy, the initial data set $D$ is divided into $t$ disjoint sets $D_j$, strata of equal size, $D_1, D_2, ..., D_t$ maintaining class distribution within each subset. Then, PS algorithms will be applied to each $D_j$ obtaining a selected subset $DS_j$. Stratified Prototype Subset Selected (SPSS) is defined as:

$$SPSS = \bigcup_{j \in t} DS_j, \{1, 2, ..., t\}$$

$$TS = D / \bigcup_{j} D_j$$

The nearest neighbor classifier is then evaluated using the SPSS set as the training set, and the TS set as test. PS has been used in the past for training set selection. A possible way to improve the behavior of predictive models, their precision and interpretability, is to extract them from suitable reduced or selected training sets. Training set selection can be developed using PS algorithms. In Sebban & Nock (2000), they study the effect of the learning set size in decision trees performances.
STATE-OF-THE-ART OF EVOLUTIONARY PROTOTYPE SELECTION

The necessity of the EPS algorithms is discussed in Cano et al. (2003), where the authors differentiate between the selection based on heuristics (which appears in classic non-evolutionary PS algorithms, like for example CNN, IB3 or DROP described in Wilson & Martinez (2000)) and the selection developed by EPS algorithms. EPS presents a strategy that combines inner and boundary points. It does not tend to select instances depending on their a priori position in the search space (inner class or limit ones). EPS selects the instances that increase the accuracy rates independently of their a priori position.

The EPS algorithms consider a population of chromosomes which evolve to reach the solution. The chromosomes are generally binary in nature. A chromosome consists of \( n \) genes (one for each instance in the training set) with two possible states: 0 and 1. If the gene is 1, then its associated instance is included in the subset selected. If it is 0, then this does not occur.

In this section, we will review the some important works that have included or proposed an EPS model. The first appearance of the application of an EA to the PS problem can be found in Kuncheva (1995). Kuncheva applied a Genetic Algorithm (GA) to select a reference set for the k-NN rule. Her GA maps the TR set onto a chromosome structure composed of genes, each with two possible states (binary representation). The computed fitness function measures the error rate by the application of the k-NN rule. This GA was improved in Kuncheva & Bezdek (1998) and Ishibuchi & Nakashima (1999).

At this point, all EPS algorithms considered above adapt a classical GA model to the PS problem. Later, EPS algorithms more conditioned to the problem were developed. The first example of this can be found in Sierra et al. (2001). In this paper, an Estimation of Distribution Algorithm (EDA) is used.

A GA design for obtaining an optimal nearest neighbor classifier based on orthogonal arrays is proposed in Ho et al. (2002). Then, the technical term EPS has been adopted by Cano et al. (2003), in which they analyze the behavior of different EAs, steady-state GAs (SSGAs), GGAs, the CHC model (Eshelman, 1991) and PBIL (Baluja, 1994). The representation of solutions as chromosomes follows the guidelines in Kuncheva (1995), but the fitness function used in these models combines two values: classification rate \( (\text{clas rat}) \) by using 1-NN classifier and percentage reduction of prototypes of S with regards to TR \( (\text{perc red}) \):

\[
\text{Fitness}(S) = \alpha \cdot \text{clas rat} + (1 - \alpha) \cdot \text{perc red}
\]  

One of the more recent approaches is the Memetic Algorithms (MAs). They are heuristic searches in optimization problems that combine a population-based algorithm with a local search. The MA used by García et al. (2008) incorporates an ad hoc local search specifically designed for optimizing the search in prototype selection problem with the aim of tackling the scaling up problem.

As a multi-objective approach, we can find an EPS algorithm in Chen et al. (2005). The multi-objective optimization of the PS problem is beyond of the scope of this chapter and may be considered as an open problem, together with the design of mechanisms for comparing the Pareto set against a solution obtained by a single-objective GA. This is by taking into consideration the fact that the form of the Pareto front in the test set could not follow the same structure as that in the training set, which is used for the evolution process.
In this section, the four models developed in Cano et al. (2003) and Eshelman (1991) together with the Intelligent Genetic Algorithm (IGA) by Ho et al. (2002) and the MA-EPS proposal by García et al. (2008) are described.

**Generational Genetic Algorithm (GGA)**

The basic idea in GGA (Goldberg, 2002) is to maintain a population of chromosomes, which represent plausible solutions to the particular problem that evolves over successive iterations (generations) through a process of competition and controlled variation. Each chromosome in the population has an associated fitness to determine which chromosomes are to be used to form new ones in the competition process. This process is called selection. The new chromosomes are created using genetic operators such as crossover and mutation. The classical model of GAs is the GGA (Figure 1), which consists of three operations:

1. Evaluation of individual fitness.
2. Formation of a gene pool (intermediate population) through selection mechanism.
3. Recombination through crossover.
4. Mutation operator.
5. Check termination criterion and continue in step 1.

**Steady-State Genetic Algorithm (SSGA)**

In SSGA usually one or two offspring are produced in each generation. Parents are selected to produce offspring and then a decision is made as to which individuals in the population are to be deleted in order to make room for the new offspring. The basic algorithm steps of SSGA are shown in Figure 2.
In step 4, one can choose the replacement strategy (e.g., replacement of the worst, the oldest, or a randomly chosen individual), and step 5, the replacement condition (e.g., replacement if the new individual is better, or unconditional replacement). A widely used combination is to replace the worst individual only if the new individual is better. We will call this strategy the standard replacement strategy. In Goldberg & Deb (1991), it was suggested that the deletion of the worst individuals induced a high selective pressure, even when the parents were selected randomly.

**Population-Based Incremental Learning (PBIL)**

PBIL (Baluja, 1994) is a specific EDA designed for binary search spaces. The PBIL algorithm attempts to explicitly maintain statistics about the search space to decide where to sample next.

The objective of the algorithm is to create a real valued probability vector $V_p$, which, when sampled, reveals high quality solution vectors with high probability. For example, if a good solution can be encoded as a string of alternating 0s and 1s, a possible final $V_p$ would be 0.01, 0.99, 0.01, 0.99, etc. Initially, the values of $V_p$ are set to 0.5. Sampling from this vector yields random solution vectors because the

---

**Figure 2. Pseudocode for the SSGA Model**

1. Select two parents from the population.
2. Create one/two offspring using crossover and mutation.
3. Evaluate the offspring with the fitness function.
4. Select one/two individuals in the population, to be replaced by the offspring.
5. Decide if this/these individuals will be replaced.
6. Check termination criterion and continue in step 1.

---

**Figure 3. Pseudocode for the PBIL Model**

1. A number of solution vectors (N samples) are generated based on the probabilities specified in $V_p$.
2. $V_p$ is pushed toward the generated solution vector with the highest evaluation $S_{best}$:
   \[ V_p[i] = V_p[i] \cdot (1 - LR) + S_{best[i]} \cdot LR, \]
   where $LR$ is the learning rate which specifies how close the steps are to the best solution.
3. $V_p$ is pushed far away from the worst evaluation, $S_{worse}$, where $S_{best}$ and $S_{worse}$ differ in the following way:
   \[
   \text{If } S_{best[i]} \neq S_{worse[i]} \text{ then } \\
   V_p[i] = V_p[i] \cdot (1 - \text{Negat}_{LR}) + S_{best[i]} \cdot \text{Negat}_{LR}
   \]
   $\text{Negat}_{LR}$ is the negative learning rate, which specifies how far away the steps are from the worst solution.
4. After the probability vector is updated, sampling the updated probability vector produces a new set of solution vectors, and the cycle is continued.
As the search progresses, the values of Vp gradually shift to represent high evaluation solution vectors through the following process.

The pseudocode of PBIL is available in Figure 3.

Furthermore, PBIL applies mutations to Vp, with an aim similar to mutation in the case of GAs: to inhibit premature convergence. Mutations affect Vp with low probability Pm in a random direction noted as MutShif.

**CHC**

During each generation the CHC (Eshelman, 1991) develops the following steps (see Figure 4). Where Pa is the initial population, Pn is the population at iteration n, and ConvergenceCount is the counter used to measure the convergence.

CHC also implements a form of heterogeneous recombination using HUX, a special recombination operator. HUX exchanges half of the bits that differ between parents, where the bit position to be exchanged is randomly determined. CHC also employs a method of incest prevention. Before applying HUX to two parents, the Hamming distance between them is measured. Only those parents who differ from each other by at least some number of bits (mating threshold) are mated. The initial threshold is set to L/4, where L is the length of the chromosomes. If no offspring are inserted into the new population then the threshold is reduced by one.

No mutation is applied during the recombination phase. Instead, when the population converges or the search stops making progress (i.e., the difference of threshold has dropped to zero, and no new offspring are being generated which are better than any members of the parent population), the population is reinitialized to introduce diversity in the search process. The chromosome representing the best
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Figure 5. Pseudocode for the IGA Model

1. Initialization. Randomly generate an initial population with Npop individuals.
2. Evaluation. Evaluate the fitness function values of all individuals.
3. Selection. Use the rank selection method that replaces the worst Pp Npop individuals to form a new population, where Pp is the selection probability.
4. Crossover. Randomly select Pc Npop individuals to perform IC, where Pc is the crossover probability.
5. Mutation. Apply the conventional bit-inverse mutation operator to the population using a mutation probability Pm. The best individual is retained without being subject to the mutation operation.
6. Termination Criterion. If a pre-specified termination condition is met, end the algorithm. Otherwise, go to Step 2.

solution found over the course of the search is used as a template to reseed the population. Reseeding of the population is accomplished by randomly changing 35% of the bits in the template chromosome to form each of the other N − 1 new chromosomes in the population. The search is then resumed.

Intelligent Genetic Algorithm (IGA)

Ho et al. (2002) propose IGA based on the Orthogonal experimental design used for PS and Feature Selection. In order to prepare IGA to be applied as a PS method only, we ignore its feature selection functionality. IGA is basically a GGA that incorporates an Intelligent Crossover (IC) operator. IC builds an Orthogonal Array (OA) from the parents and searches within the OA for the two best individuals according to the fitness function. It takes about \( \log_2(\gamma + 1) \) fitness evaluations to perform an IC operation, where \( \gamma \) is the number of bits that differ between both parents. Note that the application of IC on large-size chromosomes (resulting chromosomes from large size data sets) would require a high number of evaluations. The basic algorithm steps of IGA are shown in Figure 5.

Steady-State Memetic Algorithm (SSMA)

García et al. (2008) make use of a local search (LS) or meme specifically developed for the PS problem. SSMAs integrate global and local searches more tightly than generational memetic algorithms. This interweaving of the global and local search phases allows the two to influence each other, e.g., the SSGA chooses good starting points, and LS provides an accurate representation of that region of the domain. This LS scheme assigns a probability value to each chromosome generated by crossover and mutation, \( c_{\text{new}} \):

\[
P_{LS} = \begin{cases} 
1 & \text{if } f(C_{\text{new}}) \text{ is better than } f(C_{\text{pert}}) \\
0.625 & \text{otherwise}
\end{cases}
\]  

(3)
where \( f \) is the fitness function and \( C_{worst} \) is the current worst element in the population. As was observed by Hart (1994), applying LS to as little as 5% of each population results in a faster convergence toward good solutions.

Figure 6 shows the SSMA pseudocode.

Note that \( u(0,1) \) is a value in the uniform distribution \([0,1]\) and ‘standard replacement’ means that the worst individual is replaced only if the new individual is better. The Adaptive-P\(_{LS}\) -mechanism is an adaptive fitness-based method (García et al., 2008). A brief description of the meme specifically developed for the prototype selection task is shown in Figure 9 in the Appendix section.

**EXPERIMENTAL STUDY**

This section presents the framework used in the experimental study carried out together with the results obtained. To scale the problem appropriately, we have used three sizes of data sets: small, medium and large. We intend to study the behavior of the algorithms when the size of the data set increases. When considering large data sets, a stratification process (Cano et al., 2005) is used for obtaining strata of medium size. The small-size data sets are summarized in Table 1 and medium and large data sets can be seen in Table 2. The data sets have been taken from the UCI Machine Learning Database Repository (Asuncion & Newman, 2007).

We will distinguish two models of partitions used in this work:

- Ten fold cross-validation classic (Tfcv classic): where \( TR_i, i = 1, ..., 10 \) is 90% of \( D \) and \( TS_i \) is its complementary 10% of \( D \), with \( D \) being the initial data set. It is obtained as Equations 4 and 5 indicate.
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Table 1. Small Data Sets Characteristics

<table>
<thead>
<tr>
<th>Name</th>
<th>N. Instances</th>
<th>N. Features</th>
<th>N. Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bupa</td>
<td>345</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Cleveland</td>
<td>297</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>Glass</td>
<td>294</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Led7Digit</td>
<td>500</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Lymphography</td>
<td>148</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>Monks</td>
<td>432</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Pima</td>
<td>768</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>683</td>
<td>9</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2. Medium and Large Data Sets Characteristics

<table>
<thead>
<tr>
<th>Name</th>
<th>N. Instances</th>
<th>N. Features</th>
<th>N. Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nursery</td>
<td>12960</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Page-Blocks</td>
<td>5476</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Pen-Based</td>
<td>10992</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>Ringnorm</td>
<td>7400</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>Satimage</td>
<td>6435</td>
<td>36</td>
<td>7</td>
</tr>
<tr>
<td>SpamBase</td>
<td>4597</td>
<td>57</td>
<td>2</td>
</tr>
<tr>
<td>Splice</td>
<td>3190</td>
<td>60</td>
<td>3</td>
</tr>
<tr>
<td>Thyroid</td>
<td>7200</td>
<td>21</td>
<td>3</td>
</tr>
<tr>
<td>Adult (large)</td>
<td>45222</td>
<td>14</td>
<td>2</td>
</tr>
</tbody>
</table>

$$TR_i = \bigcup_{j \in J} D_j, J = \{j \mid 1 \leq j \leq (i - 1)and(i + 1) \leq j \leq 10\}$$

(4)

$$TS_i = D \setminus TR_i$$

(5)

- Ten fold cross validation strat (Tfcv strat (Cano et al., 2005)): where SPSSI is generated using the DSj instead of Dj. Following the stratified strategy, the initial data set D is divided into t disjoint sets D1, D2, ..., Dt maintaining class distribution within each subset. Then, the PS algorithms will be applied to each Dj obtaining a selected subset DSj. Stratified Prototype Subset Selected (SPSS) is defined as:

$$SPSSI = \bigcup_{j \in J} DS_j, J = \{j \mid 1 \leq j \leq b \cdot (i - 1)and(i \cdot b + 1 \leq j \leq t\}$$

(6)
The data sets considered are partitioned using the tfcv classic (see Equations 4 and 5) except for the Adult data set, which is partitioned using the tfcv strat procedure with $t = 10$ and $b = 1$ (see Equation 6). The algorithms have been run for 3 trials over each partition and we show the average results over these trials.

Whether small, medium or large data sets are evaluated, the parameters used are the same, as specified in Table 3. They are specified by following the indications given by their respective authors. With respect to the standard EAs employed in the study, GGA and SSGA, the selection strategy is the binary tournament. The mutation operator is the same as used in SSMA. In the SSGA experiments, we use the standard replacement strategy given in Goldberg & Deb (1991). The crossover operator used by both the algorithms defines two cut points and interchanges the substrings of bits.

To compare the results, we propose the use of non-parametric tests, according to the recommendations made by Demsar (2006). They are safer than parametric tests since they do not assume normal distribution or homogeneity of variance. As such, these non-parametric tests can be applied to classification accuracies, error ratios or any other measure for evaluation of classifiers, even including model sizes and computation times. Empirical results suggest that they are also stronger than the parametric test. Demsar recommends a set of simple, safe, and robust non-parametric tests for statistical comparisons of classifiers. We will use two tests for different purposes: the first is the Iman and Davenport test (Iman & Davenport, 1980), derived from the Friedman test, which is equivalent to the repeated-measures ANOVA. Under the null-hypothesis, which states that all the algorithms are equivalent, a rejection of this hypothesis implies the existence of differences in performance among the algorithms studied; the second is the Wilcoxon Signed-Ranks test (Sheskin, 2003) - this is analogous to the paired t-test in non-parametrical statistical procedures. Therefore, it is a pairwise test that aims to detect significant differences in the behavior of two algorithms. We will present three types of tables according to the subsequent structure.

The complete results’ tables show the average of the results obtained by each algorithm in all the evaluated data sets (small or medium group of data sets). These tables are grouped in columns by the algorithms. For each algorithm, they show the average reduction, accuracy in training and accuracy in test data with their respective standard deviations (see for example Tables 4 and 5). The last two rows compute the average and the standard deviation over the average results obtained on each data set, respectively.

Wilcoxon’s test tables for $n \times n$ comparisons: Given that the evaluation of only the mean classification accuracy over all the data sets would hide important information and that each data set represents a different classification problem with different degrees of difficulty, we have included a second type of table that shows a statistical comparison of methods over multiple data sets. As we have mentioned, Demsar
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(2006) recommends a set of simple, safe, and robust non-parametric tests for statistical comparison of classifiers, one of which is the Wilcoxon Signed-Ranks test (Sheskin, 2003). In our study, we always consider a level of significance of $\alpha < 0.05$. Let $d_i$ be the difference between the performance scores of the two classifiers on $i$-th out of $N$ data sets. The differences are ranked according to their absolute values; average ranks are assigned in case of ties. Let $R^+$ be the sum of the ranks for the data sets in which the second algorithm outperformed the first, and $R^-$ the sum of ranks for the opposite. Ranks of $d_i = 0$ are split evenly among the sums; if there are an odd number of them, one is ignored:

$$R^+ = \sum_{d_i > 0} \text{rank}(d_i) + \frac{1}{2} \sum_{d_i = 0} \text{rank}(d_i)$$

(7)

$$R^- = \sum_{d_i < 0} \text{rank}(d_i) + \frac{1}{2} \sum_{d_i = 0} \text{rank}(d_i)$$

(8)

Let $T$ be the smaller one of the sums, $T = \min(R^+, R^-)$.

The Wilcoxon signed ranks test is more sensitive than the t-test. It assumes commensurability of differences, but only qualitatively: greater differences are still valued more, which is probably to be desired, but absolute magnitudes are ignored. From the statistical point of view, the test is safer since it does not assume normal distributions. Also outliers (exceptionally good/bad performances on a few data sets) have less effect on Wilcoxon’s signed rank test than on the t-test. Wilcoxon’s test assumes continuous differences $d_i$, which therefore should not be rounded to, say, one or two decimal places since this would decrease the power of the test due to a high number of ties. A Wilcoxon table (see Table 7), in this chapter, is divided into two parts: in the first part, we carry out a Wilcoxon test using the accuracy classification in the test set as the performance measure; while in the second part, a balance of reduction and classification accuracy is used as the performance measure. This balance corresponds to $0.5 \cdot \text{clas rat} + 0.5 \cdot \text{perc red}$. The structure of the tables presents $N_{\text{alg}} \times (N_{\text{alg}} + 2)$ cells to compare all the algorithms in them. In each of the $N_{\text{alg}} \times N_{\text{alg}}$ cells three symbols can appear: $+$, $-$ or $=$. They show that the algorithm situated in that row is better ($+$), worse ($-$) or equal ($=$) in behavior (accuracy or balance accuracy-reduction) to the algorithm that appears in the column. The penultimate column represents the number of algorithms with worse or equal behavior to the one that appears in the row (without considering the algorithm itself) and the last column represents the number of algorithms with worse behavior than the one that appears in the row.

Computation of Iman and Davenport statistic tables: We follow the indications given in Demsar (2006) by carrying out Iman and Davenport test. This test ranks the algorithms for each data set separately, starting by assigning the rank of 1 to the best performing algorithm. Let $r_j$ be the rank of the $j$-th of $k$ algorithms on the $i$-th of $N$ data sets. The Iman and Davenport statistic is defined as:

$$F_F = \frac{(N - 1)x_F^2}{N(k - 1) - x_F^2}$$

(9)

$$x_F^2 = \frac{12N}{k(k + 1)} \left[ \sum_j \left( \frac{1}{N} \sum_i r_i^j \right)^2 - \frac{k(k + 1)^2}{4} \right]$$

(10)
where $X_F$ is the Friedman statistic and $F_F$ is distributed according to the F-distribution with $k - 1$ and \((k - 1)(N - 1)\) degrees of freedom.

These tables are made up of four columns (see Table 6). In the first and the second columns, information about the conditions of the experiment is indicated: the type of result that is measured and the scale of the data sets, respectively. In the third column, the computed value of $F_F$ is shown and, in the last column, the corresponding critical value of the F-distribution table with $\alpha = 0.05$ is indicated. If the value $F_F$ is higher than its associated critical value, then the null-hypothesis is rejected (this implies a significant difference in results among all methods considered).

We divide the experimental study into three parts: The comparison among EPS algorithms, the analysis of their behavior in a large size training data set case, and a study of the time complexity for EPS.

**Part I: Analysis of Evolutionary Prototype Selection Algorithms**

In this section, we carry out a comparison that includes all EPS algorithms described in this chapter. Tables 4 and 5 show the average results for EPS algorithms run over the small and medium data sets respectively. The values in bold denote the best results.

The results of the Iman and Davenport test are presented in Table 6. Tables 7 and 8 present the statistical differences according to Wilcoxon’s test among EPS algorithms, considering accuracy performance and accuracy-reduction balance performance respectively.

The following conclusions from examination of Tables 4 to 8 can be pointed out:

- In Table 4, SSMA achieves the best test accuracy rate. EPS algorithms are prone to over-fitting and thus, obtain a good accuracy in the training data but not in the test data. The SSMA proposal does not remark this behavior in a noticeable way.
- When the problem scales up, in Table 5, SSMA presents the best reduction and accuracy in the training and test data rates.
- The Iman-Davenport statistic (presented in Table 6) indicates the existence of significant differences in results among all EPS approaches studied.
- Considering only the performance in classification over test data in Table 7, all algorithms are very competitive. Statistically, SSMA always obtains subsets of prototypes with equal performance to the remaining EPS methods, improving GGA with the use of small databases and GGA and CHC when the problem scales up to a medium size.
- When the reduction objective is included in the measure of quality, in Table 8, SSMA obtains the best result. Only CHC presents the same behavior in small data sets. When the problem scales up, SSMA again outperforms CHC.

**Part II: A Large Case Study**

We have seen the promising results offered by SSMA in small and medium sized databases. However, a size limit of data sets exists which makes the execution of an EPS algorithm over them impossible. This limit depends on the algorithms employed, the properties of data treated and the easiness of reduction of instances in the data set. We could argue that, surely, it may not be possible to handle a data set consisting of more than 20,000 instances with EPS due to the time complexity of the evaluations of
<table>
<thead>
<tr>
<th>Data set</th>
<th>Measure</th>
<th>CHC</th>
<th>GGA</th>
<th>IGA</th>
<th>PBIL</th>
<th>SSGA</th>
<th>SSMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bupa</td>
<td>Mean</td>
<td>97.13</td>
<td>73.24</td>
<td>58.76</td>
<td>92.27</td>
<td>81.61</td>
<td>73.24</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.81</td>
<td>1.49</td>
<td>6.75</td>
<td>1.48</td>
<td>7.39</td>
<td>1.93</td>
</tr>
<tr>
<td>Cleveland</td>
<td>Mean</td>
<td>98.35</td>
<td>63.48</td>
<td>58.75</td>
<td>95.45</td>
<td>86.32</td>
<td>54.8</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.3</td>
<td>0.92</td>
<td>5.91</td>
<td>0.87</td>
<td>5.45</td>
<td>2.15</td>
</tr>
<tr>
<td>Glass</td>
<td>Mean</td>
<td>94.34</td>
<td>74.04</td>
<td>65.39</td>
<td>90.91</td>
<td>80.74</td>
<td>65.87</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.47</td>
<td>0.76</td>
<td>3.33</td>
<td>0.33</td>
<td>4.67</td>
<td>0.66</td>
</tr>
<tr>
<td>Iris</td>
<td>Mean</td>
<td>96.81</td>
<td>97.41</td>
<td>96.67</td>
<td>95.56</td>
<td>82.55</td>
<td>68.89</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.03</td>
<td>2.88</td>
<td>3.72</td>
<td>0.18</td>
<td>2.21</td>
<td>4.18</td>
</tr>
<tr>
<td>Led7Digit</td>
<td>Mean</td>
<td>96.58</td>
<td>68.71</td>
<td>64.95</td>
<td>64.95</td>
<td>68.71</td>
<td>64.95</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.18</td>
<td>2.88</td>
<td>7.32</td>
<td>0.18</td>
<td>3.27</td>
<td>4.85</td>
</tr>
<tr>
<td>Lymphography</td>
<td>Mean</td>
<td>96.55</td>
<td>54.36</td>
<td>39.49</td>
<td>91.96</td>
<td>86.27</td>
<td>60.59</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.68</td>
<td>1.42</td>
<td>9.99</td>
<td>1.5</td>
<td>2.2</td>
<td>11.1</td>
</tr>
<tr>
<td>Monks</td>
<td>Mean</td>
<td>99.05</td>
<td>96.86</td>
<td>97.27</td>
<td>93.98</td>
<td>84.83</td>
<td>98.15</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.23</td>
<td>0.42</td>
<td>2.65</td>
<td>0.73</td>
<td>3.71</td>
<td>1.61</td>
</tr>
<tr>
<td>Pima</td>
<td>Mean</td>
<td>98.78</td>
<td>80.14</td>
<td>75.53</td>
<td>95.11</td>
<td>86.81</td>
<td>74.21</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.28</td>
<td>0.87</td>
<td>3.11</td>
<td>0.75</td>
<td>4.87</td>
<td>0.71</td>
</tr>
<tr>
<td>Wine</td>
<td>Mean</td>
<td>96.94</td>
<td>98.69</td>
<td>94.37</td>
<td>95.69</td>
<td>93.82</td>
<td>93.76</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.51</td>
<td>0.81</td>
<td>4.62</td>
<td>0.71</td>
<td>4.61</td>
<td>1.01</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>Mean</td>
<td>99.44</td>
<td>97.57</td>
<td>96.56</td>
<td>99.08</td>
<td>98.04</td>
<td>95.28</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.08</td>
<td>0.28</td>
<td>2.42</td>
<td>0.2</td>
<td>2.46</td>
<td>0.42</td>
</tr>
<tr>
<td>GLOBAL</td>
<td>Mean</td>
<td>97.40</td>
<td>80.45</td>
<td>74.74</td>
<td>94.57</td>
<td>84.25</td>
<td>73.11</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>1.53</td>
<td>16.27</td>
<td>20.63</td>
<td>2.37</td>
<td>20.69</td>
<td>6.03</td>
</tr>
</tbody>
</table>

Table 4. Average Results for EPS Algorithms over Small Data Sets
Table 5. Average Results for EPS Algorithms over Medium Data Sets

<table>
<thead>
<tr>
<th>Data set</th>
<th>Measure</th>
<th>CHC</th>
<th>GGA</th>
<th>IGA</th>
<th>PBIL</th>
<th>SSGA</th>
<th>SSMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nursery</td>
<td>Mean</td>
<td>93.6</td>
<td>74.98</td>
<td>74.07</td>
<td>88.62</td>
<td>82.78</td>
<td>80.55</td>
</tr>
<tr>
<td></td>
<td>Std.dev.</td>
<td>0.82</td>
<td>0.88</td>
<td>1.98</td>
<td>0.24</td>
<td>0.32</td>
<td>0.94</td>
</tr>
<tr>
<td>Page-Blocks</td>
<td>Mean</td>
<td>99.66</td>
<td>94.84</td>
<td>94.32</td>
<td>93.15</td>
<td>95.7</td>
<td>94.99</td>
</tr>
<tr>
<td></td>
<td>Std.dev.</td>
<td>0.04</td>
<td>0.24</td>
<td>0.79</td>
<td>0.21</td>
<td>0.17</td>
<td>0.83</td>
</tr>
<tr>
<td>Pen-Based</td>
<td>Mean</td>
<td>98.91</td>
<td>95.87</td>
<td>95.87</td>
<td>91.65</td>
<td>98.7</td>
<td>98.27</td>
</tr>
<tr>
<td></td>
<td>Std.dev.</td>
<td>0.12</td>
<td>0.29</td>
<td>0.62</td>
<td>0.2</td>
<td>0.11</td>
<td>0.32</td>
</tr>
<tr>
<td>Ring</td>
<td>Mean</td>
<td>99.59</td>
<td>88.08</td>
<td>87.7</td>
<td>90.14</td>
<td>80.11</td>
<td>77.45</td>
</tr>
<tr>
<td></td>
<td>Std.dev.</td>
<td>0.05</td>
<td>1.07</td>
<td>1.51</td>
<td>0.28</td>
<td>0.44</td>
<td>1.66</td>
</tr>
<tr>
<td>Satimage</td>
<td>Mean</td>
<td>99.51</td>
<td>87.63</td>
<td>86.59</td>
<td>91.58</td>
<td>90.64</td>
<td>88.7</td>
</tr>
<tr>
<td></td>
<td>Std.dev.</td>
<td>0.1</td>
<td>0.32</td>
<td>0.9</td>
<td>0.24</td>
<td>0.21</td>
<td>1.01</td>
</tr>
<tr>
<td>Spambase</td>
<td>Mean</td>
<td>99.53</td>
<td>87.63</td>
<td>86.84</td>
<td>91.71</td>
<td>89.39</td>
<td>87.3</td>
</tr>
<tr>
<td></td>
<td>Std.dev.</td>
<td>0.05</td>
<td>0.9</td>
<td>1.64</td>
<td>0.29</td>
<td>0.52</td>
<td>1.68</td>
</tr>
<tr>
<td>Splice</td>
<td>Mean</td>
<td>99.14</td>
<td>75.41</td>
<td>71.57</td>
<td>91.13</td>
<td>78.96</td>
<td>72.51</td>
</tr>
<tr>
<td></td>
<td>Std.dev.</td>
<td>0.16</td>
<td>0.76</td>
<td>1.66</td>
<td>0.53</td>
<td>0.83</td>
<td>2.7</td>
</tr>
<tr>
<td>Thyroid</td>
<td>Mean</td>
<td>99.9</td>
<td>92.72</td>
<td>92.53</td>
<td>92.45</td>
<td>93.64</td>
<td>93.32</td>
</tr>
<tr>
<td></td>
<td>Std.dev.</td>
<td>0.03</td>
<td>2.51</td>
<td>2.45</td>
<td>0.18</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>GLOBAL</td>
<td>Mean</td>
<td><strong>98.73</strong></td>
<td>87.15</td>
<td>86.19</td>
<td>91.3</td>
<td>88.74</td>
<td>86.64</td>
</tr>
<tr>
<td></td>
<td>Std.dev.</td>
<td>2.1</td>
<td>8.05</td>
<td>8.97</td>
<td>1.4</td>
<td>7.38</td>
<td>9.07</td>
</tr>
</tbody>
</table>
O($n^2m$), $n$ being the number of instances and $m$ the number of features. The SSMA proposal may have this limitation.

In this case, Cano et al. (2005) recommend the use of stratification, which could be combined with a cross-validation procedure as can be seen in Equation 6. By using the Tfcv-Strat, we have run the algorithms considered in this study over the Adult data set with $t = 10$ and $b = 1$. We chose these parameters to obtain subsets whose size is not too large as well as to show the effectiveness of the combination of an EPS and the stratification procedure.

Figure 7 shows a representation of the two objectives: reduction and test accuracy. Each algorithm located in the graph gets its position from the average values of each measure evaluated (exact position corresponding to the beginning of the name of the algorithm). Across the graph, there is a line that represents the threshold of test accuracy achieved by the 1-NN algorithm without preprocessing.

As we can see, all EPS methods are above the 1-NN horizontal line. The graph clearly emphasizes three methods as the best with their position at top-right in the graph. In addition to this, we can remark that the SSMA algorithm achieves the highest accuracy rate, and it is only surpassed in the reduction objective by the CHC model.

<table>
<thead>
<tr>
<th>Performance</th>
<th>Scale</th>
<th>F</th>
<th>Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>Small</td>
<td>2.568</td>
<td>2.422</td>
</tr>
<tr>
<td>Accuracy</td>
<td>Medium</td>
<td>5.645</td>
<td>2.485</td>
</tr>
<tr>
<td>Accuracy-Reduction</td>
<td>Small</td>
<td>14.936</td>
<td>2.422</td>
</tr>
<tr>
<td>Accuracy-Reduction</td>
<td>Medium</td>
<td>179.667</td>
<td>2.485</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Small Data Sets</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>&gt;=</th>
<th>&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHC (1)</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>+</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>GGA (2)</td>
<td>-</td>
<td>-</td>
<td>=</td>
<td>=</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>IGA (3)</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>PBIL (4)</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>SSGA (5)</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>+</td>
<td>=</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>SSMA (6)</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>+</td>
<td>+</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medium Data Sets</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>&gt;=</th>
<th>&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHC (1)</td>
<td>-</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>GGA (2)</td>
<td>-</td>
<td>-</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>IGA (3)</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>PBIL (4)</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>SSGA (5)</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>+</td>
<td>=</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>SSMA (6)</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>+</td>
<td>+</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 8. Wilcoxon Table for EPS Algorithms Considering Reduction-Accuracy Balance Performance

<table>
<thead>
<tr>
<th>Small Data Sets</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>&gt;=</th>
<th>&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHC (1)</td>
<td>=</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>5</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>GGA (2)</td>
<td>-</td>
<td>=</td>
<td>=</td>
<td>+</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>IGA (3)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>PBIL (4)</td>
<td>-</td>
<td>=</td>
<td>+</td>
<td>=</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>SSGA (5)</td>
<td>-</td>
<td>=</td>
<td>+</td>
<td>=</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>SSMA (6)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>=</td>
<td>5</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medium Data Sets</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>&gt;=</th>
<th>&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHC (1)</td>
<td>-</td>
<td>=</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>GGA (2)</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td></td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>IGA (3)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>PBIL (4)</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>=</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>SSGA (5)</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>=</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>SSMA (6)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>
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Figure 8. Run-time in seconds for EPS over medium size data sets

Part III: Time Complexity Analysis for EPS

A way of estimating the efficiency of EPS algorithms is to conduct an empirical study. This implies a study of the execution time of each method by using different sizes of training data. We have shown the results obtained by using a graphical representation in Figure 8 for medium size data sets.

As can be seen in Figure 8, the most efficient EPS algorithms are SSMA and CHC. Time complexity of an algorithm basically depends on two factors:
A Review on Evolutionary Prototype Selection

- Reduction Capacity: When an EPS algorithm can quickly reduce the subset of instances selected in the chromosome, an evaluation will have to compute the nearest neighbors over less data in order to calculate the fitness value. CHC and SSMA are inclined toward the tendency of removing instances and then improving classification accuracy, thus obtaining a good reduction rate. Remaining EPS algorithms try to improve both objectives simultaneously.

- Operational Cost: In this case, any algorithm has an operational cost of time in all its procedures. For example, a GGA algorithm must sort and apply crossover and mutation operators to a part of the population, whereas PBIL must generate new populations from a single probability vector that receives all possible modifications. This explains why GGA takes more time than PBIL even if the former has a higher reduction rate than the latter. SSMA takes advantage of the partial evaluation mechanism, which is an efficient procedure to evaluate chromosomes.

CONCLUSION

This chapter presented a review and analysis of Evolutionary Prototype Selection and their application over different sizes of data sets, paying special attention to the scaling up problem. An experimental study was carried out to establish a comparison among the evolutionary approaches studied in the literature. The main conclusions reached are as follows:

- The SSMA exhibits a good reduction rate and computational time with respect to other EPS schemes.
- When the PS problem scales up, the tendency on the part of classical EPS is to inappropriately converge to two objectives (accuracy and reduction) at the same time.
- Considering all types of data sets, SSMA outperforms or equals all methods when both objectives have the same importance. Furthermore, in terms of test accuracy, it usually outperforms other methods that obtain good rates of reduction.

Finally, we would like to conclude that the SSMA proposal allows EPS to be competitive when the size of the databases increases, tackling the scaling up problem with excellent results.
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**APPENDIX**

*Figure 9. Example of a move in meme procedure and a partial evaluation*

<table>
<thead>
<tr>
<th>Class</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>{1,2,3,4,5,6,7}</td>
</tr>
<tr>
<td>B</td>
<td>{8,9,10,11,12,13}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Current Solution</th>
<th>→</th>
<th>Neighbour Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Representation</td>
<td>01101101100010</td>
<td>→</td>
<td>01001101100010</td>
</tr>
<tr>
<td><em>U</em> structure</td>
<td>{3,5,8,8,3,2,6,2,8,8,3,2,3}</td>
<td>→</td>
<td>{12,5,8,8,2,2,6,2,8,8,8,2,8}</td>
</tr>
<tr>
<td>Gain</td>
<td>{1,1,0,0,1,1,1,0,1,1,0,0}</td>
<td>→</td>
<td>{-1,-1,-1,0,0,0,0,0,0,0,1,1}</td>
</tr>
<tr>
<td>Correct classified patterns</td>
<td>7</td>
<td>→</td>
<td>7 - 1 + 1 + 1</td>
</tr>
</tbody>
</table>

Partial evaluation account: \( PE = \frac{N_{\text{hit}}}{n} = \frac{4}{13} \)

Number of correct classified patterns: 8
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ABSTRACT
The ubiquitous presence of distributed systems has drastically changed the way the world interacts, and impacted not only the economics and governance but also the society at large. It is therefore important for the architecture and infrastructure within the distributed environment to be continuously renewed in order to cope with the rapid changes driven by the innovative technologies. However, many problems in distributed computing are either of dynamic nature, large scale, NP complete, or a combination of any of these. In most cases, exact solutions are hardly found. As a result, a number of intelligent nature-inspired algorithms have been used recently, as these algorithms are capable of achieving good quality solutions in reasonable computational time. Among all the nature-inspired algorithms, evolutionary algorithms are considerably the most extensively applied ones. This chapter presents a systematic review of evolutionary algorithms employed to solve various problems related to distributed systems. The review is aimed at providing an insight of evolutionary approaches, in particular genetic algorithms and genetic programming, in solving problems in five different areas of network optimization: network topology, routing, protocol synthesis, network security, and parameter settings and configuration. Some interesting applications from these areas will be discussed in detail with the use of illustrative examples.

INTRODUCTION
Distributed systems are everywhere, from the World Wide Web, interconnected banking systems, distributed real-time automotive systems, distributed manufacturing systems, e-commerce systems, e-government systems, e-learning systems, to even mobile phone networks. They provide communication
infrastructures, both world-wide through the Internet as well as locally by connecting different modules of computer devices or as body area networks. Virtually, every computer system today is either already part of a distributed system or may become one in the near future (Tanenbaum & van Steen, 2002).

These days, Internet technologies, protocols, and applications are growing into maturity and most of them have been widely researched. New forms of networks and distributed computing have also emerged in recent years. Amongst them, we can find wireless networks, sensor networks, smart home environments and other ubiquitous computing applications. Many aspects of these distributed systems are configurable or are dependent on parameter settings, e.g. topology, security, and routing. Finding good configurations and settings for distributed systems is therefore one of the key requirements of today’s Information Technology (IT) industry. Yet, many problems in distributed computing are either of dynamic nature, large scale, \( NP \) complete, or a combination of any of these. In most cases, exact solutions are hardly found in practice.

Evolutionary Computation (EC) is a family of the nature-inspired metaheuristic optimization methods. It is well-known for its ability to find satisfactory solutions within a reasonable amount of time, thus very suitable for solving problems of this nature. The study by Sinclair (1999a) reported that more than 120 papers had been published on work which employed EC for optimizing network topologies and dimension, node placement, routing, and wavelength or frequency allocation. The very comprehensive Master’s thesis of Kampstra (Kampstra, 2005; Kampstra et al., 2006) builds on this aforementioned study and classifies over 400 papers. In the year 2000 alone, two books (Corne, Oates, & Smith, 2000 and Pedrycz & Vasilakos, 2000b) have been published on the applications of EC to networking. Many summary papers have been published on this subject ever since (Şekercioğlu, Pitsilides, & Vasilakos, 2001; Pedrycz & Vasilakos, 2000a; Théraulaz & Bonabeau, 2000; Vasilakos, Anagnostakis, & Pedrycz, 2001; Alba & Chicano, 2006; Cortés Achedad et al., 2008). Figure 1 gives an overview of the different areas of applications tackled and the techniques applied by the papers listed in the technical report of Weise et al. (2008).

Most of these summaries concentrate on giving an overview in the form of a more prosaic version of paper listings. In this chapter, our focus is to give a clear and detailed in-depth discussion of multiple examples of applications and also introduce the optimization algorithms utilized in them. On one hand, such descriptions make the subject more tangible for audiences rooted in only one of the two subject areas involved. On the other hand, we believe that describing some of the most interesting works in great detail will illustrate the ingenuity with which many researchers have found elegant and simple solutions based on evolutionary optimization to hard problems in distributed systems.

Before we discuss examples of the variety of possible applications of EC in distributed systems, the next section will first outline the basic concepts and background of evolutionary algorithms, and then elaborate on two of them we are focusing on: genetic algorithms and genetic programming. Following which, different methods to synthesize or to improve network topologies are outlined in Section 3. Adaptive and evolved routing protocols will be discussed in Section 4 and different approaches to the generation of protocols with evolutionary algorithms are summarized in Section 5. In Section 6, we illustrate how evolutionary optimization can be used even to improve network security before ending our review on applications with software configuration and parameter adaption approaches in Section 7. Section 8 brings forth the concluding remarks.
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Figure 1. The number of papers analyzed in the technical report of Weise et al (2008), broken down to application area and optimization method.

EVOLUTIONARY ALGORITHMS

Evolutionary algorithms are generic, population-based metaheuristic optimization algorithms that use biology-inspired mechanisms like mutation, crossover, natural selection, and survival of the fittest (Bäck, 1996; Bäck, Fogel, & Michalewicz, 1997; Bäck, Hammel, & Schwefel, 1997). The advantage of evolutionary algorithms as compared to other optimization methods is their “black box” character that makes only very few assumptions about the underlying objective functions. Furthermore, the definition of objective functions usually requires lesser insight into the structure of the problem space than the manual construction of an admissible heuristic. Evolutionary algorithms therefore perform consistently well in many different problem categories.

Similar to the evolutionary process in nature, we can distinguish the space of genotypes $G$ (called search space) and the space of phenotypes $X$ (the problem space). The concept of $G$ corresponds to the set of all possible DNA sequences in nature on which the reproductive mechanisms such as sexual recombination and mutation work. In evolutionary algorithms, the definition of $G$ and the operations applied to its elements $g \in G$ is often problem-dependent, but there also exists a set of well-researched and widely used representations.

The living organisms in nature emerge through a process called embryogenesis from the DNA. This process is copied in evolutionary algorithms in a simplified manner: a genotype-phenotype mapping ($gpm$) maps genotypes $g \in G$ to candidate solutions (i.e. phenotypes) $x \in X$.

The phenotypes represent the possible solutions of an optimization problem and are rated by a set of objective functions $f \in F$. Based on its objective values in comparison to the objective values of other individuals in the population, a fitness value can be assigned to each individual. Every living creature has features which influence its fitness positively or negatively. For a fish, such features could be the...
maximum swimming speed, its size and stamina, whether it is cunning or has sophisticated social behavior, its energy and food consumption, and so on. From this point of view, the natural evolution is a multi-objective optimization process, and like in evolutionary algorithms, the objectives may conflict with each other: with the size of the fish, the number of potential predators decreases but its energy consumption also increases. The fitness in nature corresponds to the number of offspring that a creature will produce. The fitness of a fish depends on its “objective values” in relation to other individuals of the population. A fish considered slow in one school could be fastest in another.

Again copying nature, evolutionary algorithms utilize sexual and asexual reproduction, which are implemented in the form of crossover and mutation operators and create new genotypes from existing ones. Since the best candidate solutions are selected with the highest probability, we expect the offspring resulting from the reproduction to also exhibit good characteristics and, hopefully, even better ones. The cycle of reproduction, genotype-phenotype mapping, objective function computation, fitness assignment, and selection as sketched in Figure 2 will be repeated until the termination criterion is met.

**Genetic Algorithms**

Genetic Algorithms (GA) are a subclass of evolutionary algorithms where the elements of the search space $G$ are binary strings ($G=\mathbb{B}^n$) or arrays of other elementary types (Goldberg, 1989; Holland, 1975; Heitkötter & Beasley, 1998; Whitley, 1994). The roots of GA go back to the mid-1950s, where biologists like Barricelli (1954; 1957; 1963) and the computer scientist Fraser (1957) began to apply computer-aided simulations in order to gain more insight into genetic processes and the natural evolution and selection. Bremermann (1962) and Bledsoe (1961a; 1961b; 1962a; 1962b) used evolutionary approaches based on binary string genomes for solving inequalities, for function optimization, and for determining the weights in neural networks (Bledsoe & Browning, 1959) in the early 1960s. At the end of that decade, important research on such search spaces was contributed by Bagley (1967), Cavicchio, Jr. (1970; 1972), and Frantz (1972) – all based on the ideas of Holland at the University of Michigan. As a result of Holland’s work (Holland, 1962; 1969; 1975; 1967), GA as a new problem solving approach could be formalized and finally became widely recognized and popular.
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Genetic Programming

The term Genetic Programming (GP) has two possible meanings. First, it is often used to subsume all evolutionary algorithms that produce tree data structures as phenotypes. Second, we can also define it as the set of all evolutionary algorithms that breed programs, algorithms, and similar constructs.

The history of GP goes back to the early days of computer science (Angeline, 1998). In 1957, Friedberg left the first footprints in this area by using a learning algorithm to stepwise improve a program. The program was represented as a sequence of instructions for a theoretical computer called Herman (Friedberg, 1958; Friedberg, Dunham, & North, 1959). Friedberg did not use an evolutionary, population-based approach for searching the programs.

The evolutionary programming approach for evolving finite state machines dates back to Fogel et al. (1966). In order to build predictive behaviors, different forms of mutation (but no crossover) were used for creating offspring from successful individuals.

Fourteen years later, the next generation of scientists began to look for ways to evolve programs. New results were reported by Smith (1980) in his PhD thesis. Forsyth (1981) evolved trees denoting fully bracketed Boolean expressions for classification problems (Forsyth, 1981; Forsyth & Rada, 1986; Forsyth, 1989).

GP became fully accepted at the end of this productive decade mainly because of the work of Koza (1988; 1989). He also studied many benchmark applications of GP, such as learning of Boolean functions (Koza, 1990c; 1990d), the Artificial Ant problem (Koza, 1990b; 1990a; 1992), and symbolic regression (Koza, 1990c; 1992), a method for obtaining mathematical expressions that match given data samples.

OPTIMIZING NETWORK TOPOLOGY

The topology of a network is a graph that defines which of the nodes are able to communicate with each other. The structure of any network, be it a distributed system, a social network, or a transportation system, can be described as such a graph. Especially for communication networks, the topology and the features of the nodes and links are very important since they define the maximum throughput, the latency and hops between the nodes, the robustness in terms of link failures, and the installation costs. These are also exactly the objectives which can be optimized when global optimization algorithms, such as evolutionary algorithms, are used to design the networks, the network topologies, and the features of the hardware to be utilized.

The application of EC in this area has a very long tradition, starting with the works of Coombs & Davis (1987), Michalewicz (1991), and Kumar et al. (1993). Before the year 2000, more than 30 papers had been published in this area (Sinclair, 1999b) and the number is still increasing. In this section, we will outline three interesting applications of topology optimization tasks: the Terminal Assignment Problem, the self-organized improvement of singular networks, and an European research initiative for planning a large-scale optical network.
Solving the Terminal Assignment Problem

The goal of the Terminal Assignment Problem is to determine the minimum cost links to connect a given set of nodes (the terminals) to another (disjoint) set of nodes (the concentrators). The required capacity of each terminal is known and may vary from terminal to terminal. The capacities of the concentrators are also known and so are the costs for linking them to the terminals. Each terminal must be linked to exactly one concentrator in a way that the maximum capacity of no concentrator is exceeded. An assignment has to be found under the objective of minimizing the total costs. This problem is NP-hard (Kershenbaum, 1993), except for the special case where all terminals have the same capacity requirements and all concentrators have the same capacity.

Abuali et al. (1994) were the first researchers who applied GAs to instances of this problem, where the capacity of all concentrators was equal. Khuri & Chiu (1997) investigated the utility of different heuristic algorithms, including greedy approaches and GAs for the general case where the capacities of the single concentrators differ. In their first genetic approach, Khuri & Chiu (1997) use a terminal-centric representation in the form of a string genome $G = X = N^k$ consisting of natural numbers, where $n$ is the number of terminals. The value of a gene $s_i$ from the genotype/phenotype string $S = (s_1, s_2, .., s_n)$ stands for the concentrator to which the $i$th terminal is connected. Strings that are infeasible, i.e., violate at least one of the constraints given above, are penalized with an offset separating them from all feasible solutions. Additionally, Khuri & Chiu (1997) also applied their grouping GA (GGA) to this problem. The results of their work indicated that the first GA provides better results than the greedy approach which, in turn, outperformed the grouping GA.

Yao et al. (2005) applied a hybrid evolutionary algorithm (i.e., a Memetic Algorithm) to a multi-objective variant of this problem where, besides the total cost, the number of concentrators used is also variable and subject to minimization. They furthermore abandon the terminal-centric representation in favor of a concentrator-centric genome consisting of $m$ trees of depth 1, where $m$ is the number of concentrators. Each concentrator is represented as the root of a tree and terminals are leaves linked to these roots. If a root has no children, then the corresponding concentrator is not used. The experimental results of Yao et al. (2005) showed that evolutionary algorithms hybridized with Lamarckian or Baldwin local search both perform approximately equally well and are suitable for solving the Terminal Assignment Problem. The concentrator-based representation also proved to be advantageous compared to the terminal-centric genome in these experiments.

Singular, Selfish, and Self-Organized ($S^3$) Networks

Another interesting topology optimization approach is the iterative online method for self-organizing networks of selfish nodes defined by Zweig (2007). Her algorithm is not population-based – at any point in time there is exactly one (singular) network. In each time step, one node may modify the edges to its neighbors by either adding one connection (from itself) to another node or removing one edge attached to it.

If this modification seems to be advantageous from the perspective of the node (therefore the selfish), it is committed, otherwise it is rejected. As a measure for the utility of a modification, a node may, for instance, compute the maximum distance from itself to any other node or the sum of the distances to all other nodes. In Lehmann & Kaufmann (2005), it is shown that self-organization algorithms minimiz-
Optimization of an Optical Network for Europe

The last application of global optimization to topology optimization that we will discuss here is the research project 239 of the European Cooperation in the field of Scientific and Technical Research (COST). The partners in the COST Action 239 (General Secretariat of the Council of the European Union; COST Secretariat, 1994) studied the feasibility of plans for an European Optical Network (EON), a transparent optical overlay network capable of carrying all the international traffic between 20 of the main centers of Europe (Aiyarak, Saket, & Sinclair, 1997). The initial design for this network is illustrated in Figure 4. Sinclair (1995) evolved a network topology for EON using a GA with an objective function that took the estimated traffic on the links between the nodes and weights of the nodes themselves into account. This way, he was able to achieve significant improvements of both costs and reliability compared to the topology initially designed (O’Mahony, Sinclair, & Mikac, 1993). A group of researchers under his leadership later applied a similar GA to optimize the route and wave length assignment as well for such a network. Again, they obtained results superior to initial expectations (Tan & Sinclair, 1995).
Evolutionary Approaches and Their Applications to Distributed Systems

In Aiyarak et al. (1997) and Sinclair (1999b), they tried out four different GP approaches for the topology optimization problem and compared them with the initial GA. We will outline the representations used in these approaches on the example from Sinclair (1995) concerning only the $N = 9$ central nodes (Amsterdam, Berlin, Brussels, London, Luxembourg, Milan, Paris, Prague, and Zurich). In Figure 3, the black dots stand for these central nodes and the black lines for the (initially planned) connections between them.

The Genetic Algorithm

In his original GA-approach, Sinclair used a genome where each of the $L = 0.5 N(N - 1) = 0.5 \times 9 \times 8 = 36$ possible links between these nine metropolises was represented by one bit. When a bit in the genotype is set, the corresponding link is present in the network plan. The central topology from Figure 3 thus translates to the genotype sketched in Figure 4 (which effectively encodes the connection matrix).

Genetic Programming with a Relational Function Set

In the GP approach with a relational function set (RFS), a function is LinkThere (LID) was evolved which evaluates to 1 if the link LID is present and 0 otherwise. Therefore, each of the $L = 36$ possible links is associated with a unique number from the interval $0..L-1$. The terminal symbols available for GP are the link ID LID (i.e., the parameters of isLinkThere) and constants. As function set, addition (+) and subtraction (-) modulo $L$ are provided together with “greater than” (>) and “less than” (<) which return 1 if their first argument is greater or lesser than their second one. The decision function returns the value of its second argument if the first one equals to 1 and the value of the third one otherwise. Since the function evolved could return values from 0 to $L - 1$, a wrapper function was used which mapped these values to either 0 or 1. Figure 5.1 sketches how such a symbolic regression-like GP representation of the bit string from Figure 4 may look like, using the LIDs as defined there.
Genetic Programming for Decision Trees

With their DT-GP approach, Aiyarak et al. (1997) extended this method by combing the < and > operators with the if statement, yielding the new if-lt and if-gt expression. With this modification, they wanted to evolve decision trees and hoped to reduce the computational effort for finding solutions. For illustration purposes, we translated the program from Figure 5.1 to this representation and depict the result in Figure 5.2.

Genetic Programming – The Connective Approach

The third GP approach (called connected nodes, or CN for short) differs very much from the other two. As terminal symbols, it only uses node identifiers and it has only one function, con (Sinclair, 1999b). con simply adds a link between the two nodes identified by its parameters and returns its first argument. The tree in Figure 5.3 describes how the network defined in Figure 4 can be derived.

Node-Pair Encoding GP

Inspired by the edge encoding method of Luke & Spector (1996), Sinclair designed another GP method for topology synthesis. His node-pair encoding (NP) involves a tree-to-graph genotype-phenotype mapping which explicitly constructs a network (Sinclair, 1999b; 2000). Table 1 illustrates parts of the function and terminal sets of two NP variants, which only differ in the number of children of the function nodes (noted in the columns NP1 and NP2). NP programs work with tuples \((a, b)\) of node IDs with
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Table 1. An excerpt of the node-types of the NP-approaches.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>NP1</th>
<th>NP2</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>rev</td>
<td>1</td>
<td>1</td>
<td>reverse: ((a, b) \rightarrow (b, a))</td>
</tr>
<tr>
<td>ia</td>
<td>1</td>
<td>2</td>
<td>modulo-increment (a): ((a, b) \rightarrow (a + 1 \mod N, a))</td>
</tr>
<tr>
<td>ia2</td>
<td>1</td>
<td>2</td>
<td>modulo-increment (a) by 2: ((a, b) \rightarrow (a + 2 \mod N, a))</td>
</tr>
<tr>
<td>ia4</td>
<td>1</td>
<td>2</td>
<td>modulo-increment (a) by 4: ((a, b) \rightarrow (a + 4 \mod N, a))</td>
</tr>
<tr>
<td>dbl</td>
<td>2</td>
<td>2</td>
<td>plain doubling: pass node pair to both children</td>
</tr>
<tr>
<td>add</td>
<td>1</td>
<td>0</td>
<td>if (a \neq b) create link between (a) and (b)</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>nop</td>
<td>0</td>
<td>0</td>
<td>do nothing (terminal)</td>
</tr>
</tbody>
</table>

\(a, b \in \{0..N-1\}\) \((N = 9\) for our example). The program tree is processed from top to bottom and begins with the input \((0, 0)\) to the root node. Each node can manipulate the first element of the tuple (with the functions \(ia, ia2, ...\)), rotate it, create or cut a connection between the two nodes in the tuple (add or cut), or simply do nothing (nop). If it has children, it will pass the (resulting) node tuple to all its children. Figure 5.4 illustrates how a program snippet in NP2 representation is executed and the values of the node tuples at the different levels.

Summary

Aiyarak et al. (1997) tested the first three GP approaches (RFS, DT, and CN) and found that none of them produced solutions with better fitness than the original GA method. RFS-GP performed the worst. The DT method was better than CN on a small test set containing only the nine central nodes and scored even with the GA. On the complete EON network, CN in turn outperformed DT but was still worse than the solution provided by the GA. All GP approaches needed much (at least five times) more individual evaluations to find their solution than the GA. These results were confirmed in Sinclair (1999b), where CN and the two versions of NP were compared with the GA. Again, the GA was the best approach, but NP2 found the best result for one of the five test problems and came close to the GA in all other runs. Still, the experiments with GP needed much longer than those with the GA.

The lesson from these experiments is that the representation issue, i.e., the way in which candidate solutions are encoded, is very important in optimization. Sometimes a simple, fixed-length bit string can outperform more complex approaches. Even if only one class of algorithms (like GP) is applied, modifications in the representation used can still lead to vast differences in performance.

Optimizing Routing

Routing is the method by which messages are relayed over multiple nodes in a network in order to convey them to their destination. Naturally, there often exist multiple different routes from a source to a destination. The objective of a routing algorithm is to guide the messages along the shortest possible route. However, a path in the network may get blocked if any of its nodes are congested, i.e., they have to process too many messages at once. Then again, additional paths may become available as new nodes
Evolutionary Approaches and Their Applications to Distributed Systems

In this section, we will discuss six approaches for improving routing with global optimization algorithms, spanning from the evolution of routing rules, adaptive routing with ant agents, to the synthesis of broadcast algorithms and the enhancement of search request distribution in peer-to-peer networks.

**Evolving Fault-Tolerant Routing Rules**

Routing is tightly coupled with the problem of finding the shortest paths from one vertex in a graph to all others. This problem was solved by Dijkstra (1959). About 40 years later, Kirkwood, Shami, and Sinclair (Kirkwood et al., 1997; Shami, Kirkwood, & Sinclair, 1997) used GP to breed robust routing rules for networks where links may fail.

Their GP system takes the ID of a target node and a graph (containing this node) as input. Each node in the graph has a unique ID and each connection has a certain length. The system then breeds routing rules in the form of LISP S-expressions. In the context of this application, these expressions are trees consisting of nested instances of the domain-specific IF-CUR-GO instruction. The four parameters W, X, Y, and Z of this instruction as well as its return value each represent a node ID. On each node reached by a message, the routing rule is evaluated and the message is sent to the node whose ID is returned. IF-CUR-GO W X Y Z evaluates to X if the current node is W, X and W are directly connected, and X has not yet been visited twice. It returns Y if one of the latter two conditions is violated and Z if the current node is not W.

As per objective function, Kirkwood et al. (1997) use the difference in length between the optimal route (computed with Dijkstra’s algorithm) and the routes obtained with the evolved scheme on the target network with and without simulated link failures. The results of the evolution were rules that are very robust against connection loss and, for instance, find correct routes in two thirds of all the cases even if 47% of the connections have broken down. In Figure 6, a routing rule set resulting from one of the experiments (Kirkwood et al., 1997) is displayed on the left. It routes messages through the graph sketched on the right-hand side to node 0.

![Figure 6. An evolved routing rule set (left) with target node 0 for the specified network (right).](image-url)
Genetic Adaptive Routing

Over the Internet, messages are forwarded to their destinations on the basis of routing tables. These tables can be filled using, for example, Dijkstra’s algorithm. They contain either the address of the next hop, i.e., the next computer to send a packet to, or the complete routes to each possible destination (source routing). Protocols like RIP (Hedrick, 1988) and OSPF (Moy, 1989) build and distribute such tables, but disregard dynamic aspects like communication latency.

Munetomo, Takai, and Sato (Munetomo et al., 1997; Munetomo, Takai, & Sato, 1998a; 1998b; Munetomo, 1999) contributed GARA, the genetic adaptive routing algorithm, for building and maintaining routing tables for source routing. GARA runs independently on every node in the network. Each node maintains a list of multiple complete routes to the most frequently contacted communication partners. After a specific number of packets have been sent along a route, an additional packet is sent for observing the communication latency. The fitness of the routes and their likeliness for being chosen then corresponds to this delay. In Figure 7, the table with the destinations most frequently addressed by node 0 is sketched in the context of an example network.

From time to time, path genetic operators such as path mutation and path crossover, both illustrated in Figure 8, are applied to routes with the same destination. With these operators, new paths are discovered and made available for message propagation. Path mutation simply exchanges a node within a route with another one (Figure 8.2). Path crossover (Figure 8.1) is applied to two routes that pass through one common point (other than their source and destination). The sub-paths before and after that point are exchanged. Selection is performed when the routing table exceeds a specific size. By utilizing these evolutionary primitives, GARA becomes a self-organizing system able to adapt to changing network situations and to discover new routes, thus challenging established protocols on equal footing.

Ant-Based Routing

The routing of network messages or phone calls through a telecommunication system remotely resembles the transportation of food by ants to their nest (Théraulaz & Bonabeau, 2000).

First Steps by Schoonderwoerd et al.

Schoonderwoerd et al. (Schoonderwoerd et al., 1996; 1997; Schoonderwoerd, 1996) have developed a routing method based on this analogy in the form of an online Ant Colony Optimization approach. In their system, the nodes exchange control messages (the ants) from time to time in order to build and maintain “pheromone tables” used for routing. In principle, a pheromone table of a node with \( m \) neighbors is an \( n \times m \) matrix where \( n \) is the total number of nodes in the network. For any of the \( n \) possible destinations, it contains a probability that a message is routed to any of the \( m \) neighbors. At each time step during Schoonderwoerd’s simulations, any node can launch an ant with a random destination. Whenever an ant created by node \( i \) arrives at node \( j \) coming from node \( k \), it will update the pheromone table \( P_j \) of \( j \) according to

\[
P_j[i,k] = \frac{P_j[i,k] + \Delta}{1 + \Delta}
\]
Figure 7. The table with the most frequently used routes of node 0.

<table>
<thead>
<tr>
<th>Dest.</th>
<th>Routes</th>
<th>Delay</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0,1)</td>
<td>10</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>(0,1,2)</td>
<td>100</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>(0,2)</td>
<td>80</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>(0,3,5)</td>
<td>270</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>(0,4,6,5)</td>
<td>420</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>(0,1,4,3,6)</td>
<td>210</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>(0,3,6)</td>
<td>250</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>(0,3,5,6)</td>
<td>490</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 8. The Path Genetic Operations in GARA.

Figure 8.1 The Path Crossover Operator.

Figure 8.2 The Path Mutation Operator.
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\[ \forall l \in [1..n], \quad l \times kP_{j}[i,l] = \frac{P_{j}[i,l]}{1 + \Delta} \]  

(2)

In other words, the probability of selecting node \( k \) as next hop for future messages with destination \( i \) is increased while decreasing the probabilities of the other possible next hops of such a message. The total cumulative probability of all hops together stays \( l \). This update method modifies the probabilities for messages travelling into the opposite direction of the ants. It indirectly influences the forward probability of the path taken by the ant since subsequent ants moving to node \( i \) along it will again have backward influence which then points to the original forward direction.

Schoonderwoerd adds an “age” to the ants which is increased in every hop in order to foster the usage of short pathways. \( \Delta \) becomes a function which decreases with the age of the ant. Thus, the older an ant, i.e., the longer the path it has travelled, the lower will be its influence on guiding future ants along this path. Congested relay stations can artificially increase the age of the ants passing them and may also delay the ants on their way. This will decrease their traffic.

New routes can be discovered by introducing a factor \( f: 0 < f < 1 \) which denotes a probability that the next hop of an ant is chosen totally randomly whereas the pheromone table is used for the decision with probability \( 1-f \). In summary, Schoonderwoerd et al. (1996) presented a decentralized and self-organized online optimization process for communication networks which can be generalized to arbitrary routing problems. The simple behavior of their ants leads to interesting, emergent overall configurations of the network this approach is applied to.

AntNet

Di Caro and Dorigo (Di Caro & Dorigo, 1998a; 1998b; Di Caro, 2004) develop this concept further in their AntNet algorithm. For each node \( j \), it builds a routing table \( P_{j} \) which has basically the same structure as the ones used by Schoonderwoerd et al.\(^2\) What has changed is the way this matrix is updated.

Regularly, every node \( s \) sends an agent (forward ant) \( F_{s \rightarrow d} \) to a node \( d \neq s \) in order to discover feasible and efficient paths. The selection of \( d \) is randomized but biased to the direction of nodes which exchange high traffic with \( s \). Forward ants share the same queues as data packets, so they will experience the same delays (Di Caro & Dorigo, 1998a). Such an ant agent keeps a history of its route and of the times needed for its sections.

At each node \( j \), the traveling ant \( F_{s \rightarrow d} \) selects the next node to visit according to:

\[ P(j \rightarrow i) = \frac{P_{j}[d,i] + \alpha l(i)}{1 + \alpha(m - 1)} \]  

(3)

where \( P(i \rightarrow j) \) is the probability that \( i \) is chosen as the next node and \( P_{j}[d,i] \) is the routing table entry which describes the expected utility of \( i \) as next hop for messages going to \( d \).\(^3\) \( m \) is the number of neighbors of node \( j \) and \( l(i) \) is a value proportional to the queue length for destination \( i \) normalized to the unit interval. The influence of \( l(i) \) makes the system more reactive to the current traffic situation. It is weighted by the factor \( \alpha \) which usually takes on values between 0.2 and 0.5.

If the forward ant \( F_{s \rightarrow d} \) detects that it somehow travelled in a loop, it dies. Otherwise, when it arrives at its destination \( d \), it is converted into a backward agent \( B_{d \rightarrow s} \) which travels back to \( s \) along the same
route that $F_{s \rightarrow d}$ took. When arriving at a node $j$ coming from a node $i$, the entry for choosing $i$ as next hop for messages going to $d$ in the routing table of $j$ is updated as follows:

$$P_j[i,d] = P_j[i,d] + r(1 - P_j[i,d])$$

(4)

where $r \in [0, 1]$ is a reinforcement factor, a measure of goodness of the observed trip time, based on a statistical model for the local traffic $M$ (also updated by the agents) and the time. By multiplying $r$ with $(1 - P_j[i,d])$, small probabilities are increased more proportionally, which allows faster exploration of new, potentially good routes. After this update, the corresponding column of $P_j$ is normalized again.

**Global Information?**

The simulations of Di Caro & Dorigo (1998a) show that AntNet is an efficient and robust routing algorithm. However, they make the assumption that global information is available. Every node holds a routing table with entries defining how to send messages to any other node. Such global information is normally not available and furthermore would also be subject to constant changes if routers are added to or removed from the network. Liang et al. (2002; 2006) point out this weakness and test a LocalAnt algorithm restricted to routing tables with only two entries for each neighboring node (for the neighbor itself and the probability to route over this node to other destinations). They show that, under these more realistic conditions, the efficiency of the algorithm is much lower than in the case where global information is available (the original approach is called GlobalAnt in this context). Liang et al. (2006) propose a distributed algorithm where each node holds a population of individuals encoding routes. These individuals travel over the network as genetic agents and, subsequently, as backward agents similar to the AntNet approach and are subject to recombination, mutation, and aging. According to their study (Liang et al., 2006), the performance of this method falls in between those of LocalAnt and GlobalAnt.

**Genetic Programming of Broadcasting Algorithms**

Routing does not necessarily concern the delivery of messages to single destinations only, but may also involve 1: n communications, i.e., broadcasts and multicast. Broadcasting in a network (represented as a graph) is the process of spreading information initially known only by a single node to all other nodes. Comellas & Giménez (1998) formulated an optimization problem with the following constraints:

1. Only a node which already knows the information can spread it further.
2. A node can only send one message per time step.
3. A node can only send a message over vertices which are connected to it.

The goal of their work was to find the broadcasting scheme which disseminates the information to all nodes in the shortest possible time. They used GP for growing such broadcasting algorithms for two-dimensional directed grids, toroidal grids, hypercubes, cube-connected cycles, and butterfly graphs. For the butterfly graph, a solution even better than the best known upper bound at that time (Klasing, Monien, Peine, & Stöhr, 1992) was found, whereas in all other cases, (known) optimal algorithms evolved. (Listing 1)

In their experiments, Comellas & Giménez (1998) used Standard GP for evolving Lisp S-expressions. The function set for the directed 2-grid example contained the following expressions:
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Listing 1. The optimal broadcasting scheme evolved for 2-dimensional, directed grids.

<table>
<thead>
<tr>
<th></th>
<th>(Prog3 (IfOri (Prog2 (IfTurn0 MoveHor)))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(IfTurn1 MoveVer))</td>
</tr>
<tr>
<td>3</td>
<td>(IfProcHor (Prog3 (IfTurn0 MoveHor)))</td>
</tr>
<tr>
<td>4</td>
<td>(IfTurn0 MoveVer)</td>
</tr>
<tr>
<td>5</td>
<td>(IfTurn1 MoveHor))</td>
</tr>
<tr>
<td>6</td>
<td>(IfProcVer (IfTurn0 MoveVer))</td>
</tr>
</tbody>
</table>

1. IfOri executes its parameter action if the node the program runs on was the one which initially knew the information to be disseminated.
2. IfProcHor and IfProcVer execute their parameter if they received the information from a horizontally or vertically adjacent node, respectively.
3. Proc1, Proc2, Proc3, and Proc4 concatenate 1, 2, 3, or 4 instructions to a sequential block.
4. IfTurn0/IfTurn1 execute their actions only in the first/second time step after the node received the information.

As terminal symbols, MoveHor and MoveVer are available, which send the information to the next horizontally or vertically adjacent node, as well as NULL which does nothing. For computing the objective values, the algorithms evolved were applied to an example graph. The number of nodes reached was counted and multiplied by a factor \( T \). From this value, 2 is subtracted for each condition value or NULL action and 4 for each other action in the tree. The number of the ProgN functions had no influence on fitness. Listing 1 illustrates the result delivered by GP for two-dimensional directed grids.

In Figure 9, we applied this algorithm to a 5\( \times \)5 grid. The gray nodes have no knowledge about the information and turn black once they receive it. It is interesting to know that the IfTurn0 MoveVer in line 4 of Listing 1, although seemingly useless (Comellas & Giménez, 1998), is important. Without it, the last node in the second line in the network illustrated in Figure 9 would not be reached in time step 5 but in step 6, since the MoveHor action cannot be executed by the last node in the first line. With the MoveVert instruction with the same preconditions, an unnecessary pause is avoided. For the other topologies mentioned, Comellas & Giménez (1998) used modified function and terminal sets and obtained optimal results, too.

Optimizing Collective Communication

Recently, Jaroš & Dvořák (2008) developed a scheduling technique for similar collective communication (CC) tasks based on evolutionary algorithms. Their work addresses high-performance multi-processor systems where single CPUs are connected via NoCs (networks on chip). Jaroš and Dvořák experiment with one-to-all broadcast (OAB), all-to-all broadcast (AAB), one-to-all scatter (OAS, a private message to each partner), and all-to-all scatter (AAS).

Each collective communication process is considered as a set of point-to-point communications which can be further partitioned into subsets. The communications in each subset are executed in parallel and the subsets themselves are executed one after the other in a sequence of synchronized steps. The CC scheduling problem is defined as finding a minimal partition without causing conflicts.
Jaroš & Dvořák (2008) introduced different encodings for broadcast and scatter communication as well as special reproduction and repairing operators. Their objective function corresponds to the number of conflicts that a schedule introduces, i.e., the number of times two point-to-point communications share the same link in the same time step. The experimental results showed that this approach is very efficient and even led to an improvement of the theoretical lower bounds of the number of steps needed for AAS communication.

**Improving Gnutella**

The Gnutella network (Gnutella, 2000; Ripeanu, Foster, & Iamnitchi, 2002) is one of the oldest and simplest peer-to-peer file sharing systems. In Gnutella, each node only interacts with neighboring nodes which it chooses at startup. Normally, a node picks seven such neighbors and tries to maintain connections to them.

As the last application example in this section, we summarize how Iles & Deugo (2002) use GP for improving routing in such networks. Their idea was to evolve rules for dynamically setting the number of neighbor nodes and for selecting (and possibly exchanging) them. These rules use information the peer-to-peer node can aggregate over time, like the (current) number of neighbors, the bandwidth of the node, the bandwidth of the neighbor nodes, and the duration of the connections to them. The expressions produced by GP led to significant performance improvements in simulations.

The results of the experiments of Iles & Deugo (2002) still use a fixed number of neighbors, but tend to prefer five or six partner nodes instead of Gnutella’s default of seven. The way these neighbors are picked, however, becomes a dynamic process depending on multiple aggregated parameters such as the distance in hops and number of search hits to the candidate nodes.
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SYNTHESIZING PROTOCOLS

Protocols like IP (Information Sciences Institute, 1981) and TCP (Cerf, Dalal, & Sunshine, 1974) are the rules for message and information exchange in a network. Depending on the application, protocols can become arbitrarily complex and strongly influence the efficiency and robustness of a distributed system.

Transformation of Petri Net-Based Specifications

Yamaguchi et al. (1995) define the problem of transforming a service specification in the form of a Petri Net with registers (PNR) to a protocol specification in the same format. Later, El-Fakahy et al. (1999) showed how to solve this problem efficiently with GAs under the objective of minimizing communication costs.

Transformation of Finite State Machine-Based Specifications

A similar approach for synthesizing protocol specifications from service specifications has been contributed by de Araújo et al. (2003a; 2003b). We will use the communication protocol example given in de Araújo et al. (2003a) to summarize this method in which all specifications are represented as finite state machines.

In Figure 10, we sketch the starting situation from de Araújo et al. (2003a). At the left side, a global service specification is defined in the form of a finite state machine which describes the interactions that take place in a communication protocol between a sender and a receiver. It contains only the interaction primitives between a user (or a user application) and the peer entities, where ?xyz represents an input.
message to xyz and !xyz stands for the output of xyz to the user. Events on the sender side are marked with S and those occurring at the receiver are annotated with R.

The finite state machine starts in state 1. On the sender side, the user may then issue a connection request CReq causing a transition to state 2. A window indicating an incoming connection CInd may pop up at the receiver side, for instance, which then can either be confirmed (3 → 4) or declined (3 → 7). In the latter case, a disconnection indication will ensue on the sender side whereas the former transition leads to a connection confirmation. A connection may be reconnected (states 5, 8, 9, 10) or be closed by either the sender (5 → 6) or the receiver (5 → 7) with a disconnect request DReq, causing a disconnect indication DInd (may be in the form of a window) to occur on the other end.

The goal is to evolve a finite state machine that governs the behavior of one of the two protocol partners and to synthesize the messages (Protocol Data Units, PDUs) that have to be exchanged between the sender and the receiver. Therefore, de Araújo et al. (2003a) first create a sequence of interaction primitives by traversing the service specification FSM. In this traversal, all state transitions need to be visited. One such sequence could be (?S:CReq, !R:CInd, ?R:CResp, !S:CConf, ?S:RReq, !R:RInd, ?R:RResp, !S:RConf, !S:DReq, !R:DInd, …). It is obvious that if one event on the sender side is followed by an event on the receiver side (or vice versa) and the second event is not triggered by the user (?xyz), a message (i.e., a PDU) has to be exchanged between the two sides. These PDUs can either be automatically generated or predefined and then inserted into the sequence, resulting in the list (?S:CReq, pduConReq, !R:CInd, ?R:CResp, pduConAcc, !S:CConf, ?S:RReq, pduReiReq, !R:RInd, ?R:RResp, pduReiAcc, !S:RConf, !S:DReq, pduDisInd, !R:DInd, …), for instance.

From this list, the message exchanges which concern the protocol peer to be evolved are extracted. The experiments presented in de Araújo et al. (2003a) were focused on the sender side protocol, which here results in the following tuples: ((?S:CReq, pduConAcc), (pduConAcc, !S:CConf), (?S:RReq, pduReiReq), (pduReiAcc, !S:RConf), (!S:DReq, pduDisInd), (?S:CReq, pduConReq), …).

In order to allow the synthesized protocol to react to all possible messages in all states, random non-expected inputs are added to the list like ((CReq, pduConAcc), (CReq, NULL), (pduConAcc, CConf), …). Such a list is then encoded and used as a test set during individual evaluation. For the evolution of the protocol FSM, de Araújo et al. (2003a) use the GP kernel (GPK) of Hörner (1996) which supports variable-length genomes. The objective function compares the behavior of a candidate solution with the expectations and counts the number of correct outputs.

Figure 11 illustrates the state-based representation (SBR) used by de Araújo et al. (2003a) to encode protocol finite state machines. The genotypes are divided into genes and each gene represents one state. The total number of states is variable. For each possible input, every gene contains one tuple of two numbers. The first number in this tuple represents the next state and the second one stands for the output of the corresponding transition.

The receiver side of the protocol was evolved in the same manner (de Araújo et al., 2003a) and the results were able to pass an automated equivalence check. The good performance reported further indicates the high utility of this approach for protocol synthesis.

Evolving Fraglet-Based Protocols

In his seminal work, Tschudin (2003) introduced Fraglets, a new artificial chemistry suitable for the development and even evolution of network protocols. Fraglets represent an execution model for communication protocols which resembles chemical reactions.
Fraglets are symbolic strings of the form \([s_1:s_2:…:s_n]\). The symbols \(s_i\) either represent control information or payload. Each node in the network has a Fraglet store which corresponds to a reaction vessel in chemistry. Such vessels usually contain equal molecules multiple times and the same goes for Fraglet stores which can be implemented as multisets keeping track of the multiplicity of the Fraglets they contain.

Tschudin (2003) defines a simple prefix programming language for Fraglets. It has a fixed instruction set comprising transformation and reaction rules. Transformations like dup and nop modify a single Fraglet whereas the reactions match and matchP combine two Fraglets. For the definition of these rules in Table 2, we will use the syntax \([s_1:s_2:…:tail]\) where \(s_i\) is a symbol and tail is a possibly empty sequence of symbols.

This form of protocol representation is predestined for automated synthesis via evolutionary algorithms: Fraglets have almost no syntactical constraints and can represent complicated protocols in a compact manner. Tschudin (2003) focused on the offline evolution of protocols using a GA. A complete communication system was simulated for a given number of time steps during the evaluation of each individual. The objective values denote the correlation of the behavior observed during the simulation and the target behavior. While Tschudin’s results substantiate that the evolutionary methods are suitable to optimize existing Fraglet protocols, they also indicated that the evolution of new distributed algorithms is difficult because of a strong tendency to overfitting. Furthermore, it is hard to define objective functions which can reward “partially correct” behavior, since this term is a contradiction in itself. This is known as the all-or-nothing property in GP.
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Online Protocol Adaptation and Evolution with Fraglets

Autonomic networks are networks where manual management is not desired or hard to realize, such as systems of hundreds of gadgets in an e-home, sensor networks, or arbitrary mesh networks with wireless and wired links. Yamamoto & Tschudin (2005) pointed out that software in such networks should be self-modifying so as to be able to react to unforeseen network situations. They distinguish two forms of such reactions – adaption and evolution.

Adaption is the short-term reconfiguration of existing modules whereas evolution stands for the modification of the old functionality and the discovery of new functionality and happens on a larger timescale. Software with these abilities probably cannot predict whether the effects of a modification are positive or negative in advance and therefore, need to be resilient in order to mitigate faulty code that could evolve. In Tschudin & Yamamoto (2005), they showed that such resilience can be achieved to a certain degree by introducing redundancy into Fraglet protocols.

Complementing Tschudin’s work on offline protocol synthesis and optimization (Tschudin, 2003), Yamamoto & Tschudin (2005) describe online protocol evolution as a continuously ongoing, decentralized, and asynchronous process of constant competition and selection of the most feasible modules. GP with mutation and homologous crossover is chosen for accomplishing these features. The fitness measure (subject to maximization) is the performance of the protocols as perceived by the applications running on the network. The score of a candidate solution (i.e., a protocol) is incremented if it behaves correctly and decremented whenever an error is detected. The resource consumption in terms of the memory allocated by the protocols is penalized proportionally. In Yamamoto & Tschudin (2006), populations were created containing a mix of different confirmed delivery and reliable delivery protocols for messages. These populations were then confronted with either reliable or unreliable transmission challenges and were able to adapt to these conditions quickly. When the environment changed, e.g. when a formerly reliable channel became unreliable, the degree of re-adaptation was, however, unsatisfying. The loss of diversity due to the selection of only highly fit protocols during the adaptation phase could not be compensated by mutation in these first experiments. Further information on approaches for evolutionary online optimization of communication protocols can be found in the report Framework for Distributed

### Table 2. Some of the most common Fraglet tags (commands).

<table>
<thead>
<tr>
<th>Tag</th>
<th>transformation/reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>dup</td>
<td>[dup:a:tail] → [t:a:tail] duplicate a single symbol</td>
</tr>
<tr>
<td>exch</td>
<td>[exch:a:b:tail] → [t:b:tail] swap two tags</td>
</tr>
<tr>
<td>fork</td>
<td>[fork:a:b:tail] → [t:a:tail], [b:tail] copy Fraglet tail with different header symbols</td>
</tr>
<tr>
<td>pop2</td>
<td>[pop2:h:t:a:tail] → [h:a], [t:tail] pop head element a out of list [a:b:tail]</td>
</tr>
<tr>
<td>match</td>
<td>[match:a:tail:], [a:tail,] → [tail, tail] two Fraglets react, their tails are concatenated</td>
</tr>
<tr>
<td>matchP</td>
<td>[matchP:a:tail:], [a:tail,] → [matchP:a:tail,], [tail1:tail,] catalyst match, i.e., the matchP tag is persistent</td>
</tr>
</tbody>
</table>
On-line Evolution of Protocols and Services from the EU-sponsored project BIONETS (Miorandi et al., 2007).

**Learning Communication Patterns for Agents**

The term protocol stands not only for the way data is exchanged over a network connection but has a much wider meaning which also subsumes the patterns of communication between humans or animals. Agents are a metaphor for all kinds of autonomous systems in computer science and the last issue which we will look at in this section is the evolution of communication protocols for such systems.

Some early experiments in evolving communication patterns for autonomous agents were conducted by Werner & Dyer (1992) on the example of artificial creatures. In their simulation, blind male animals capable of hearing and moving need to be guided by immobile females which can see and are able to produce sounds. They used a GA with an integer string genome encoding the weights and biases of recurrent neural networks for both the females and the males. The evolution, however, was not performed by a regular GA. Instead, it took place in the simulated environment where the females lead the males to their location. When they meet, two offspring will be produced by applying standard crossover and mutation to their genome.

Based on their co-evolutionary strategy (Iba, 1996), Iba et al. (1997) evolve communication protocols used by agents for cooperative predator-prey pursuit and robot navigation tasks (Iba, 1998). Mackin & Tazaki (1999; 2000; 2002) focus on evolving communication patterns for multi-agent systems modeling a market place. They use a divide-and-conquer approach to evolve the code for sending and receiving the messages exchanged amongst the agents in independent (automatically defined) functions with GP. While starting with a scenario where each trading agent only has a single objective in Mackin & Tazaki (1999), the evolutionary approach is extended to multi-objective GP. By building separate communication trees for each objective, Mackin & Tazaki (2000) allow the agents to weight three objectives in their experiments: to buy the highest volume at lowest price and to collect the best performing services for buying agents, and to sell the highest volume at the highest price while collecting the highest value return for selling agents.

**OPTIMIZING NETWORK SECURITY**

Network security is one of the most vital aspects when developing distributed systems. The detection of ongoing malicious activities in a network as well as the generation of protocols which are safe against attacks are only two facets of this area. Here we will discuss how global optimization methods can be applied to both of them.

**Intrusion Detection**

According to Heady et al. (1990), an intrusion is “any set of actions that attempt to compromise the integrity, confidentiality or availability of a resource”. These attacks most often come from the outside through network connections to the Internet. intrusion detection systems (IDS) identify such unwanted manipulation of computer systems. Generally, a network connection can be described by a broad set of features concerning its content, time- or traffic-based details, and host-related data. Analysis of these
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features boils down to data mining. Global optimization methods can be utilized for improving the efficiency of classifiers that decide whether a dataset containing the features of a connection belongs to normal or abnormal (possible intrusive) traffic.

Lu & Traore (2004), for instance, evolve intrusion detection rules with tree-based GP. A similar approach is followed by Folino et al. (2005), who apply the AdaBoost ensemble method of Freund & Schapire (1996) in conjunction with the distributed evolution of decision trees. Heady et al. (1990), on the other hand, use classical Learning Classifier Systems. Linear GP also seems to be very efficient in growing such intrusion detectors, as shown by Mukkamala et al. (2004), for example. D. Song (2003) and D. Song, Heywood, & Zincir-Heywood (2003) use their page-based LGP variant (see Heywood & Zincir-Heywood, 2002) for this purpose. In LaRoche & Zincir-Heywood (2005), they extend this approach for identifying attacks on 802.11 WLAN networks. Hansen et al. (2007) apply a homologous crossover operation to the evolution of linear machine-code structures for intrusion detection to prevent cyber-terrorism.

Security Protocol Generation

Perrig & Song (2000) focus their work on the automatic generation of security protocols such as mutual authentication protocols. In the first step of this process, they use an iterative deepening depth-first search (IDDFS) algorithm to list all protocols that can be composed using a predefined set of primitives. The limit for this search is not the depth in the search space, but a value of a specified cost function which sums up user-specified costs of the single primitives of a protocol. Since the space of all protocols is very large, simplifying assumptions like the absence of redundant message fields and commutativity of the fields are made. Perrig & Song (2000) conduct experiments with the goal of synthesizing mutual authentication protocols. In these experiments, the IDDFS still generates tens of thousands of individuals even with the restrictions defined above. Therefore, a pruning algorithm is added which removes obviously flawed protocols such as those which openly disclose private keys in messages. In this pruning process, vulnerabilities to impersonation attempts or replay attacks are also checked. Only a few hundred candidate protocols survive this pruning routine in the experiments mentioned. These candidates may still be incorrect and are therefore screened with Song’s Athena security protocol checker (Song, 1999). As a result, two correct symmetric and one correct asymmetric protocols were synthesized, where the symmetric one was even simpler than the Symmetric-Key Three-Pass Mutual Authentication Protocol standardized 1993 by the ISO (ISO, 1993). In 2001, Song et al. (2001) added a code generator that transforms the generated protocol specifications to Java to their system.

OPTIMIZING PARAMETERS AND CONFIGURATIONS

Protocols, distributed algorithms, and topologies can be optimized in order to create robust and efficient distributed applications. The efficiency of such applications strongly depends on their parameter settings and configuration as well. Today’s web servers, for instance, have a variety of tuning parameters such as the thread pool size, the maximum number of connections queued, and the number of requests which can be served simultaneously. It is hard to find optimal settings, especially when applications consist of web front ends, application servers hosting the business logic, and database servers in the back end.
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The configurations of these subsystems are not independent. Instead, there are epistatic and synergetic effects which are often highly complicated and hard to simulate offline.

**Optimal Application Server Configuration**

Xi et al. (2004) developed a smart hill climbing algorithm and applied it to application server configuration. This optimization process only needs about ten online performance samples of a running WebSphere brokerage system for fine-tuning its parameters in order to achieve near-optimal results.

**Distributed Agent Evolution for Service Management**

In the work of Nakano & Suda (2004; 2005; 2007), network services are represented by mobile agents. An agent capable of behaviors like replication, migration, and termination could, for instance, stand for an HTTP server. A behavior $i$ is triggered when a corresponding weighted sum surpasses a certain threshold $\theta_i$ (Nakano & Suda, 2005). This sum incorporates environmental information such as the request rate and the resource costs as well as the internal state of the agent like its age and energy level. The weights of the factors in this sum are subject to optimization.

The agents are equipped with energy values. They obtain energy by performing services for the user and spend energy for resource access and replication. If the energy of an agent is depleted, the agent dies, i.e., its service is terminated. Agents may create new agents by replication or reproduction. Replication corresponds to mutation in evolutionary algorithms, leading to a child with slightly changed weight vectors. Reproduction is basically a crossover operation where a partner is selected within $n$ hops in the network based on three measures: the time a user has to wait between requesting and receiving a service, the number of hops a service request travels from the user to the executing agent, and the energy efficiency.

With their experiments, Nakano & Suda (2005) showed that their approach allows the services, i.e., the agents, to adapt to changing conditions such as network failures, varying workload, and changing platform costs (which is reflected in energy consumption).

**Protocol Configuration**

In his master’s thesis, Grace (2000) uses GP to evolve configurations for the JavaGroups (JavaGroups, 1999–2008) reliable group communication framework. The behavior of a JavaGroups instance depends on a protocol stack specification in the form of a string which is passed in when it is created. This specification determines which protocol layers will be present in the stack. Grace (2000) showed that the evolution of communication protocol configurations for predefined scenarios, such as reliable, ordered multicast, is feasible with his approach.

**Evolving Protocol Adapters**

In distributed systems with components manufactured by different organizations, inter-process communication (IPC) can become problematic. Therefore, protocol adapters are applied, which are components that mediate between different protocols. In the worst case, the number of required adapters rises quadratically with the number of processes in the system. Hence, creating them by hand is infeasible.
and automated solutions are required. Van Belle et al. (2003) evolve such protocol adapters in the form of classifier systems representing Petri nets with a GA. They show the viability of this method by the example of an adapter for a locking protocol for process synchronization. Similar to our own experience, they found that evolving components of distributed systems always requires special means (Van Belle et al., 2003) of overfitting prevention in order to stop the system from generating useless implementations that just respond with the wanted messages but do not perform the work they are supposed to do. A discussion of the use of Learning Classifier System for the purpose of protocol adapter synthesis can be found in Van Belle’s PhD thesis (Van Belle, 2001).

CONCLUDING REMARKS

In this chapter, we presented a systematic review of the wide variety of applications of evolutionary optimization to distributed systems. For the last ten years, this has been one of the most active research areas in EC, with many researchers steadily contributing new and enhanced approaches.

We discussed many interesting works in detail. Yet, we can only offer a small glimpse of the real amount of work available. The Master’s thesis of Kampstra (2005) is now four years old and referenced over 400 papers. Apart from these 400 papers, we believe there should exist at least another 200 contributions that were not mentioned in his list or not yet been published when the list was compiled.

Practitioners in the area of networking or telecommunication tend to feel skeptical when it comes to the utilization of ideas like (informed) randomization or bio-inspired approaches for optimizing, managing, or controlling their systems. One argument against the use of metaheuristics is that the worse case results may be unpredictably bad although they may provide good solutions on average.

Nevertheless, certain problems (like the Terminal Assignment Problem, see Section 3.1) are NP-hard and therefore can only be solved efficiently with such approaches. This, of course, goes hand in hand with a certain trade-off in terms of optimality, for instance. In static design scenarios, the worst case situations in which an evolutionary algorithm would create inferior solutions can be ruled out by checking its results before the actual deployment or realization.

Furthermore, additional application-specific constraints are often imposed on standard problems in practice. The influence of these constraints on the problem’s hardness and the applicability of the well-known solutions is not always easy to comprehend. Thus, incorporating the constraints into an optimization procedure tends to be much easier than customizing a problem-specific heuristic algorithm. Assume that we want to find fast routes in a network which are also robust against a certain fraction of failed links. If we have an evolutionary algorithm with an objective function that measures the time a message travels in a fully functional network, it is intuitively clear that we can extend this approach by simply applying this function to a couple of scenarios with randomly created link failures, too. Creating a corresponding extension of Dijkstra’s algorithm, however, is less straightforward.

Evolutionary approaches have not only shown their efficiency in static optimization problems, but are proven to be especially robust in dynamic applications, too. This is particularly interesting in the looming age of networks of larger scale. Wireless networks (Rappaport, 2001; Goldsmith, 2005; Molisch, 2005), sensor networks (Ilyas & Mahgoub, 2004), wireless sensor networks, Smart Home networks (Harper, 2003; Harke, 2003), ubiquitous computing (Greenfield, 2006; Krumm et al., 2007), and more require self-organization, efficient routing, optimal parameter settings, and power management. We are sure
that nature and biology-inspired global optimization methods will provide viable answers to many of these questions which will become more and more eminent in the near future.

When condensing the essence of this chapter down to a single sentence, “Evolutionary Computing in Telecommunications – A likely EC success story”, the title of Kampstra’s thesis, may fit best. However, we believe that the word likely is no longer required, since many of the methods developed have already reached engineering-level applicability.

REFERENCES


Evolutionary Approaches and Their Applications to Distributed Systems


Evolutionary Approaches and Their Applications to Distributed Systems


Gnutella. (2000). *The Gnutella protocol specification v0.4* [Computer software manual].


Evolutionary Approaches and Their Applications to Distributed Systems


Evolutionary Approaches and Their Applications to Distributed Systems


Miorandi, D., Dini, P., Altman, E., & Kameda, H. (2007). *WP 2.2 – paradigm applications and mapping, D2.2.2 framework for distributed on-line evolution of protocols and services (2nd ed.). BIOlogically inspired NETwork and Services (BIONETS) and Future and Emerging Technologies (FET) project of the EU.*


Evolutionary Approaches and Their Applications to Distributed Systems


ENDNOTES

1 According to some appropriate metric such as latency.
2 Except for naming changes and that the rows and columns are switched - we will ignore these minor differences here.
3 Again, notice that we have switched the columns and rows in Di Caro and Dorigo’s approach in order to relate it to that of Schoonderwoerd et al.
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ABSTRACT

In this chapter, the author proposes a novel idea based on evolutionary algorithm for adaptation of the user interface in complex supervisory tasks. Under the assumption that the user behavior is stationary and that the user has limited cognitive and motor abilities, the author has shown that a combination of genetic algorithm for constrained optimization and probabilistic modeling of the user may evolve the adaptive interface to the level of personalization. The non-parametric statistics has been employed to evaluate the feasibility of the ranking approach. The method proposed is flexible and easy to use in various problem domains. The author has tested the method with an automated user and a group of real users in an air traffic control environment. The automated user, implemented for initial tests, is built under the same assumptions as a real user. In the second step, the author has exploited the adaptive interface through a group of real users and collected subjective ratings using questionnaires. The author has shown that the proposed method can effectively improve human-computer interaction and his approach is pragmatically a valid design for the interface adaptation in complex environments.

INTRODUCTION

Humans and computers form teams in complex environments such as in aviation, glass cockpit, nuclear power plants, manufacturing lines, and command and control scenarios. The computers generally undertake the automation part while the human is responsible for the supervision of the overall task or interrupts the process at the higher level. Task sharing is generally done at design time, using Fitts list (Fitts, 1951). Automation was thought to be the remedy to the problems resulting from human errors.
However, Billings has argued that automation in aviation, for example, has not put an end to the accidents (Billings, 1997). It is commonly believed that as the tasks allocated to the computer increase, the cognitive load of the human (supervisor) grows, hence causing inevitable errors.

One of many reasons for the errors under automation is the reduced situation awareness, which is defined as “the perception of the elements in the environment within a duration of time, the comprehension of their meaning, and the projection of their status” by Endsley (1988). Endsley has also developed Situation Awareness Global Assessment Technique (SAGAT), a questionnaire to measure perceived load on the operator. He claims that automation leads to under-utilization of the human’s skills and leads to errors. He also added that the automated process under supervision is no longer transparent to the human, hence leads to erroneous decisions under time pressure. Facts mentioned above inspire the idea of the adaptation of the interface. By these means researchers believe that computers can tailor their behavior according to the environment and the personal traits of the user. This adaptation can result in more efficient and effective interaction between human and computer, hence improve the quality of the operations (Wilson et al., 2000). What is proposed in this chapter is to exploit the meta-heuristic searching ability of the genetic algorithm in evolving the user interface based upon certain performance measures. What could be evolved include the position, size, shape, color of each element and even the way how they appear and change in the screen.

In this chapter, we propose a new approach to the adaptive interface design. We develop a generalized and easy-to-implement framework for the adaptation of the interfaces. The section “Literature Review on Conceptual Framework for Adaptation” presents a literature review of the adaptive interface domain. It is not our intent to give a complete taxonomy of the adaptive interfaces under this section; however, this discussion will help the readers to understand our approach easily. The section also justifies the conceptual details of the proposed algorithm. In the section “Proposed Method” we give abstract definitions of the adaptation method. This way readers may adapt the algorithm for their own domain of interest. The fourth section, “Air Traffic Control,” presents an application in the Air Traffic Control (ATC) task implementation. With this sample implementation, we aim to give more concrete basis for our approach. The fifth section, “Results,” provides some statistical analyses of the results and finally we will conclude with the sixth section.

**LITERATURE REVIEW ON CONCEPTUAL FRAMEWORK FOR ADAPTATION**

In the introduction, we have mentioned that adaptation of the interface is deemed to be the remedy for human errors in complex environments. The interface adaptation, on the other hand, is not a straightforward task. Difficulty lies in first assessing the user’s state of mind (goal-subgoal structure), state of psychology (situation awareness), and level of vigilance. All of these are non-deterministic and hard to model. Secondly, defining an appropriate adaptation behavior for the interface; and thirdly timeliness of the adaptation (Horvitz, 1999) are the other difficulties. Since the work undertaken in this area of research is not well defined, and hard to attack without an appropriate tool, we need to define a framework before we can start the discussion. There are three steps to be considered in adaptation of the interface. Many papers have been written on adaptation and adaptation methods, however Rothrock et al. (2002) have defined a simple and comprehensive framework for adaptation. In this study we will follow Rothrock’s methodology: identification of variables that call for adaptation, determination of necessary modifications to the interface and selection of decision inference mechanism.
The above classification is not the only framework for adaptation. Please see (Benyon and Murray, 1993) and (Norcio and Stanley, 1989) for additional references. We will give detailed definitions and possible interpretations of the three-step methodology defined in (Rothrock et al., 2002) in the next three subsections.

### Variables that Call for Adaptation

According to Rothrock’s methodology, interface adaptation should be triggered by some factors. Because of this, we should consider variables that call for adaptation in order to define the adaptation. Table 1 lists some variables that were considered to be triggers in the literature.

1. User performance is generally defined as an error percentage in performing a task, as well as the time required to perform a task (Rouse et al., 1988). Examples of this kind of metric include reaction time, capturing a simple target, and tracking deviation. Difficulty in measuring the user performance lies in the lack of deterministic mapping between the mental process of the user and task performance. For example, the response latency score does not always reflect the complexity of the mental process or level of mental workload.
2. User goals consist of sub-level or higher level goal structures to accomplish a task. According to (Brusilovsky, 1996), sub-level user goals can change easily, yet high level goals are stable. Because of this reason adaptation should aim to discover higher level goals.
3. Cognitive workload is a highly elaborated topic in the human ergonomics field. It has been shown that both high and low cognitive workloads adversely affect task performance (Bi and Salvendy, 1994). The “multiple resource theory” is the predominant theory in human cognition research (Wickens, 1992). There are three different assessment techniques commonly used to measure cognitive workload, none of which is proven to be correct or reliable. The first technique is called the psychophysical method. An electroencephalogram (EEG) or Event-Related Potentials (ERP) are in this category (Prinzel et al., 2001). New techniques in this group are evaluating the brain potentials and neuro-imaging (Sanderson et al., 2003). The second technique is called subjective measures. This technique relies on the users self assessing their cognitive load. Questionnaires are employed in order to collect the value of the assessment. The best known questionnaires are the NASA Task Load Index (TLX) (Hart and Staveland, 1988) and the Subjective Workload Assessment Technique (SWAT) (Reid and Nygren, 1988). The third technique is called secondary task method. The operator is required to do the secondary task concurrently with the primary task. The secondary
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Table 2. Interface modification methods

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Content adaptation</td>
</tr>
<tr>
<td>2.</td>
<td>Dialog adaptation</td>
</tr>
<tr>
<td>3.</td>
<td>Task allocation</td>
</tr>
<tr>
<td>4.</td>
<td>Decision support</td>
</tr>
</tbody>
</table>

task is used to measure the vigilance or situation awareness. Like in any other method, there is an ongoing debate on assessment of workload level using secondary task (Pew, 1979). On the other hand, Kaber and Riley (1999) showed that secondary task performance can be used for triggering the adaptation. Wilson et al. (2000) has shown that using neural networks for assessing user mental workload enhances the task performance.

4) User situation awareness, as defined earlier, can be measured by SAGAT (Endsley, 1988) and Situation Awareness Rating Technique (SART) questionnaires. On the other hand, the Situation Awareness Model for Pilot-in-the-Loop Evaluation (SAMPLE) is designed to measure the awareness in real-time without questioning the operator.

5) User knowledge is generally used in Human Computer Interface (HCI) domain and multimedia systems (Brusilovsky, 1996). For example, each user has a student model in adaptive tutoring systems. This helps the interface to define the way the information should be presented. The same student model may also help to define the best way to explain a topic of interest, such as in mathematics tutoring systems.

6) Group profiles are generally used for web browsing or news article suggestion. It is an important and promising aspect of adaptation because it overcomes the human evaluation barrier by using other user's habits in the group. For example, GroupLens (Suchak and Lacovou, 1994) filters Netnews by suggesting the news that another person has already read and rated. Wu et al. (2001) uses a group model to help users in a web browsing task.

7) Situation variables can also trigger adaptation. This happens when a process goes from a normal state to a disturbed state. In these situations the user/operator is stressed very quickly by the number of alarms generated. The interface should help the operator to find the problem and solve it (Viano et al., 2000). Situation variables include system state, environmental conditions, social traits, etc.

8) Task variables are like situation variables but are generally associated with the error or fault in the process or the system.

Interface Modification Methods

Although there is a vast amount of literature from different domains and a vast amount of approaches for specific applications we can classify interface modification methods into four categories. These categories are given in Table 2.

1) Content adaptation is one of the most applied methodologies in multimedia adaptation as mentioned in Brusilovsky (1996). Selection of information with respect to user goals is considered in Francisco-Revilla and Shipman (2000). The abstraction level of the information depending on user vigilance is considered in Sanderson et al. (2003). Spatial layout of the information is implemented
Table 3. Adaptation algorithms

<table>
<thead>
<tr>
<th>1. Naïve Bayesian</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Nearest neighborhood</td>
</tr>
<tr>
<td>3. PEBLS (Parallel Exemplar Based Learning System)</td>
</tr>
<tr>
<td>4. Decision tree</td>
</tr>
<tr>
<td>5. Rocchio’s algorithm</td>
</tr>
<tr>
<td>6. Perceptron (multilayered feedforward neural network)</td>
</tr>
<tr>
<td>7. Multi-layer neural network</td>
</tr>
</tbody>
</table>


2) Dialog adaptation is considered as an alternative to interface adaptation. A good example of this is the different ordering of the menu entries according to usage frequency (Mathe and Chen, 1996). Another example of dialog adaptation is to collapse the number of steps for frequent tasks by creating shortcuts such as macros.

3) Task allocation or level of automation is also considered. This field is researched extensively in the aviation systems such as glass cockpit or ATC. A major issue is the level of automation defined in Sheridan and Verbank (1978). It simply classifies levels of automation into ten levels ranging from totally human undertaking to a complete autonomy of the machine.

4) Decision support is considered as a knowledge/rule based system. The system helps to make decisions by employing the coded knowledge of the expert at design time. It is important especially when decisions are required under time pressure.

Inference Mechanism

This subsection briefly overviews the selection of decision inference mechanism. Generally interface can be inferred from the data collected and can change its own mapping. These mechanisms can be regarded as a classifier based on user’s habits, levels of knowledge, levels of workload or efficiency and the output is the specific interface chosen. Pazzani and Billsus (1997) have compared the pros and cons of different algorithms. They are listed in Table 3. These algorithms are used in order to infer from the trigger condition. The user and the computer evaluation data were selected according to the criteria explained in the subsection “Variables that Call for Adaptation.” For example, Wilson et al. (2000) have used neural networks for assessment of the user workload.

Methods defined above were used as classifiers. Previous treatment of the interface adaptation was in the sense of dichotomy. Two interfaces were designed and data related to user interaction was collected. One of the methods was used for offline training. Finally, a trained algorithm was used for real-time adaptation. Our algorithm treats the problem from the optimization point of view and learning is done in real-time. A genetic algorithm (GA) is used to optimize these properties.
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**Proposed Method**

We would like to introduce a generalized framework for the adaptation of user interface in complex environments. Our approach is finding the mapping between two spaces of interest as pointed out by Takagi (2001), which are the psychological and the parameter spaces. Here we define psychological space as a level of preference and comfort using the interface for a given user. On the other hand, the parameter space is defined as the possible combinations of parameters related to the interface that could be tuned in order to increase preference value of the interface in the corresponding psychology space. Takagi suggests that there is a desired interface for each user. Psychological distance between this desired interface and the current interface should be minimized in order to increase the efficiency. We will split our framework into three subsections in order to be consistent with the literature reviewed and for ease of explanation. The next three subsections will cover these parts. Meanwhile, the general flow of the algorithm is given in Figure 1.

We will define the psychological and parameter spaces in more concrete manner before we continue to explain the detailed procedures of the proposed method.

**Definition 1:** If $\mathcal{A}$ is a set of operators defined for the interface (interface model) and $\mathcal{A}$ is a subset of $\{A | A \subset \mathcal{A} \}$ and $X$ is the operator’s psychological space then $f : A \rightarrow X$ is a mapping from interface to psychological space. □

Generally $\dim(\mathcal{A}) \geq \dim(X)$ since human perception may not compare to the fineness of parameter space of the interface. Please note $\dim(\cdot)$ is referred to as the dimension of the space under consideration. For example alarm tone of 1 KHz can alert the operator as much as 1.01 KHz can do. Takagi (2001) proposes to use a neural network in order to model $f$ and this can correspond to user model in Benyon and Murray (1993). The actual mapping function that maps the interface to the psychology space is not known analytically and is affected by personal, psychological, and environmental factors.

---

**Figure 1. Interface adaptation flow chart**

![Interface adaptation flow chart](image-url)
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Assumption 1: \( f \) is a stationary stochastic mapping from the parameter space to the psychology space. \( f \) is dependent on \( \hat{A} \), which is assumed to span the cognitive space. □

Assumption 1 states that depending on the application domain, \( \hat{A} \) should be selected carefully so that the resultant interface would correspond to a different region in \( X \) in order to be evaluated effectively. If we go back to our monotone alarm example, small difference between frequencies would correspond to the same alert level in user psychology space and thus will not be able to span the whole psychological space.

### Interaction Evaluation Method

Even if Assumption 1 is satisfied, it is still not easy to evaluate an interface. First reason is the burden of evaluation. The user may not be willing to answer frequent questions; even so, it may lead to degradation of vigilance and concentration loss. In addition to these factors there is no generic and proven way defined for acquiring this information from the user. Some metrics are defined to acquire this information such as psycho-physiological, subjective and performance metrics (Prinzel, 2003). The subjective methods such as NASA-TLX (Task Load Index) are not appropriate for online analysis since it requires the user to respond to a set of questions after interacting with the interface. Psycho-physiological methods (Prinzel et al., 2001; Sanderson et al., 2003) are inconvenient for the user since most of them require connecting the user to the interface via some wires. Finally performance metrics seem to be more appropriate, efficient and inexpensive for assessing user interaction level. Performance data can be collected online through the user’s interaction with the interface. This is the first phase of our design as shown in Figure 1. Interaction begins, as soon as an interface is shown to the user. Some values such as goal accomplishment time, number of errors, number of actions, etc. can be used to infer the level of comfort and efficiency of the interface. These values can be fed to the inference engine which will be covered in the next subsection.

### Inference Engine

Data collection methods for evaluation of the interface may vary, but data is independent of the collection method. This acquired data is not dependable and often very noisy. “Noise” here is used to emphasize the stochastic behavior of the user. That is, the same interface can receive different scores at different times. We are using a non-parametric approach to handle this problem, because any data collected as a measure of performance, should be regarded as in an ordinal scale, which means data can be ordered as better or worse. Data values of any kind cannot be considered as an interval scale since the relative difference between the values is not meaningful. This is also true for subjective and performance measures. The second reason we employ a non-parametric method is to decrease the variability of the scores. One method proposed in non-parametric statistics is using the rank values, i.e. the preprocessing of the data before it is sent to the inference engine.

If we had a perfect mapping function \( f : A \rightarrow X \), we could use it to find the best interface. However it is not available and we are not interested in finding the exact mapping function \( f \), since it is too hard if not impossible. Instead every new interface is ranked with respect to other interfaces which have been shown through interaction. We propose this method in order to create the mapping by sampling different possible interfaces. This approach has been applied before (Claude-Nicolas and Seth, 2000; Masui, 1994) in a sense of dichotomy but adaptation was not continuous. Gervasio et al. (1999) have used past
information without considering the importance of the context during user evaluation. Claude-Nicolas
and Seth’s approach is very similar and tries to find a linear classifier to separate two classes which are
labeled as good and bad. They have not considered the linear separability of these points. In our ap-
proach, however, changing the interface triggers re-ranking of all the interfaces that have been shown
to the user up to that point in time. Re-arrangement of the interfaces helps to fine tune the topology of
\( f \). Ranking can be applied to multiple metrics collected upon interaction and the sum of ranks can be
assigned as the final evaluation of interface given proper weighting.

Some amount of forgetting is also applied to the model. Forgetting is a simple pruning of the earliest
(temporal) interface from the pool of interfaces that has been shown to the user, thus corresponding to
a sliding time window during the evolution. This sort of pruning is chosen to be the forgetting factor in
order to accommodate the fast changing characteristics of the user such as fatigue, vigilance, etc. We
drop the oldest interface regardless of its fitness value. This pruning approach is beneficial since it can
adapt to high frequency changes due to the user forgetting about the past events. On the other hand, this
method also leads to pruning of candidate solutions regardless of their potential usefulness and makes it
even harder for the algorithm to find the best interface. Ranking is done relying on the problem depend-
ent features of the interface that have been identified during the design time. Although these features
are problem dependent, flexibility of the ranking approach will be less of a constraint on choosing the
features. Equation (1) shows ranking formula where \( R(\cdot) \) is defined as monotonically increasing function
from performance of the interface to the rank of the interface within other interfaces.

\[
R(A_{ij}) < R(A_{kj}) \quad \iff \quad A_{ij} < A_{kj}, \quad \forall i, j, k \in \mathbb{R} \tag{1}
\]

where \( i, k = 1,2,\ldots, n \) is the interface number and \( A_{ij} \) and \( A_{kj} \) are the \( j \)th metric associated to interface
\( i \) and \( k \), respectively, \( j = 1,2,\ldots, m \). A new interface will be shown to the user and the desired measure-
ments are collected in a given period of time. Results will be ranked with respect to the earlier interfaces
and rank values will be used as fitness value of the interface (1).

An inference engine will generate new interface with the help of the user model which will be cov-
ered in the next subsection. Our aim is to consider inference as an optimization problem, search space
being the parameter space of the interface while objective space is the psychological space of the user.
The relation between these two is the calculated rank. Although different optimization techniques can
be applied to this problem, we have used GA as mentioned before. The complexity of the problem arises
from the lack of well-defined objective functions and noisy evaluations. We prefer to apply GA in the
search for two reasons. The first reason is to take advantage of stochastic search method employed, and
the second reason is the flexibility of GA search in difficult problems such as discontinuity in function
surface and constraint satisfaction.

**User Model**

The scores from the interface evaluation are fed into the inference engine after the ranking scheme is
employed and GA is used as an inference engine to search for a better interface. Yet the power of GA
comes from being a population based algorithm. In the interface design, finding the fitness of any can-
didate solution is very expensive. We cannot evaluate many interfaces at a given time since we don’t
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Table 4. Pseudo code for adaptation algorithm

| InitInterface(); |
| Do { |
| collectData(); |
| updateUserModel(); |
| If (timerTriggered()) then |
| reRankAllInterfaces(); |
| GA part |
| selectParentInterfaces(); |
| doCrossOver(); |
| doMutation(); |
| End of GA part |
| if MOD(numIterations) = maxPopLength then |
| Prune the oldest interface |
| pruneInterfacePop(); |
| reRankAllInterfaces(); |
| end if |
| } while (numIterations < maxIteration); |

want to disturb the user extensively. Although we always log the past individuals (interface models) and create a temporary population for GA, we are not able to test more than one individual (interface model) in each generation. We have used probabilistic approach to overcome this problem. The user model is given in Definition 2.

Definition 2: The user model which is used to approximate \( f \) in Definition 1 is a multivariate Gaussian with \( U = G(\mu, \sigma) \). \( \Theta = [\mu, \sigma] \) is the model parameter. Every interface is subject to pre-evaluation and their scores are calculated as \( P(A = \text{good} \mid \Theta = \theta) \) where \( \{A \mid A \subset A\} \).

The next interface is chosen according to this probability. Before going into more detail we would like to clarify why we need to define a mapping for evaluation of interface components. First, the user is able to interact with only one interface model. Under this assumption we can evaluate only one interface in a given time period. However GA can create more than one offspring (interface models). In order to evaluate the interfaces without showing them to the user, we need an estimator of user preferences which were defined within the user model.

The pseudocode for the algorithm is given in Table 4. The \textit{update UserModel} subroutine contains the adaptation of a multivariate Gaussian function. After defining our adaptation method we can discuss the process of selecting the interface model from the interface population. An individual is defined by the combination of features dependent on the problem domain that can be selected to adapt the interface to the current user. Due to the inherent flexibility of GA these features can be chosen from discrete or continues variables.

AIR TRAFFIC CONTROL

In this section, domain specific components will be defined and separated from the general framework and better understanding of the algorithm will be pursued through an example. A generalized framework for online adaptation being the ultimate goal, we have implemented our approach using an ATC (Air Traffic Control) test bed. We have used this example because recent studies have shown that the adap-
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Table 5. Interface features specific for ATC testbed

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Information Acquisition</td>
<td></td>
</tr>
<tr>
<td>• Change update time</td>
<td>[0-50]</td>
</tr>
<tr>
<td>• Activate sound crash/shoot/both</td>
<td>[0-3]</td>
</tr>
<tr>
<td>• Whether to apply Fitt’s rule</td>
<td>[0-1]</td>
</tr>
<tr>
<td>• Mouse pointer arrow/cross/nodrop</td>
<td>[0-2]</td>
</tr>
<tr>
<td>2. Information Analysis</td>
<td></td>
</tr>
<tr>
<td>• Show current score</td>
<td>[0-1]</td>
</tr>
<tr>
<td>• Activate right click</td>
<td>[0-1]</td>
</tr>
<tr>
<td>• Number of planes</td>
<td>[1-maxNum]</td>
</tr>
<tr>
<td>3. Action Implementation</td>
<td></td>
</tr>
<tr>
<td>• Add list box automatically activate linking</td>
<td></td>
</tr>
<tr>
<td>• Clear planes by right click</td>
<td>[0-1]</td>
</tr>
<tr>
<td>4. Decision Making</td>
<td></td>
</tr>
<tr>
<td>• Rank list box by entry sequence/speed/position/possible accident</td>
<td>[0-3]</td>
</tr>
<tr>
<td>• Increase size/change color of possible crash site</td>
<td>[0-2]</td>
</tr>
</tbody>
</table>

Evaluation of this type of interface would improve the performance of operators. In one study, Kaber et al. (2002) have shown moving targets (airplanes) to the user. The user is supposed to clear the targets, by clicking on them before they leave the display. Contrary to what was explained in Kaber et al. (2002), we did not employ an impaired vision with a moving window, or use two-step clearance method for each plane. However, we have used number of airplanes presented and number of airplanes cleared as performance measures. We will start with domain specific components of interface model as defined in Definition 1. Taxonomy for domain specific interface modification techniques was defined for ATC in Laois and Giannacourou (1995).

Table 5 shows interface features chosen to be implemented in the experimental testbed. Numbers in squared brackets are possible values that a feature can assume respectively with linguistic explanations. Now that the problem dependent features are selected, our interface model (A in Definition 1) to be used under evaluation will be the possible combinations of this features. For example, 

\[
\begin{bmatrix}
30 & 1 & 1 & 0 & 40 & 1 & 0 & 0 & 0 & 1
\end{bmatrix} \in \hat{A}
\]

is interpreted as:

- Update interval will be 30 sample times [30];
- Activate the sound for crash of the plane [1];
- Apply Fitt’s rule [1];
- Don’t show the current score [0];
- Number of maximum airplanes is 40 [40];
- Locate possible crash site on right click [1];
- Don’t add list box [0];
- Rank list box by time sequence of entry [0];
- Mouse pointer shape over the plane is arrow [0];
- Don’t do any change at possible crash site [0];
- Right click clear planes from the interface [1];

All kinds of interfaces (genomes) will be subjected to adaptation under genetic operators. Resulting children will be evaluated by user model \( U \) as explained in Definition 2. Depending on a candidate in-
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terface’s conditional probability, it will be selected to be shown to the user for a predetermined interval of time. Multivariate Gaussian approximation of the user (user model $U$ in Definition 2) is also updated through evolution of the interfaces along with the performance as given in Equation (2). Model parameter $\mu$ is adapted by using Equation (3) and $\sigma$ is adapted dynamically by Equation (4).

\[ P_n^a = \text{hardlim}(P_n^a - P_n)(\lambda P_{n-1}^a + (1-\lambda)P_n) \]  
\[ \mu_n = \text{hardlim}(P_n^a - P_n)(\gamma\mu_{n-1} + (1-\gamma)(\mu_{n-1} - A_{n-1})) \]  
\[ \sigma_n = \text{hardlim}(P_n^a - P_n)(\tau\sigma_{n-1} + \delta) \]

where $P_n^a$ is the weighted average performance throughout the interaction. The corresponding $\lambda < 1$ is the filter coefficient. $P_n$ is the last performance at time $n$. $\mu_n$ is the mean of Gaussian at time $n$ and the corresponding $\gamma < 1$ is generally called the learning constant. $\theta_n = [\mu_n, \sigma_n]$ is the model parameter and $\{A_{n-1} | A_{n-1} \subset \Lambda\}$ is the current interface model. $\sigma_n$ is the diagonal elements of the covariance matrix of the multivariate Gaussian. Cross-correlation effects of parameters were not considered for simplicity. $\tau < 1$ is the convergence rate of the variance. $\delta$ is a constant and is used in Equation (4) to prevent variance from approaching zero and creating singularity. The steady state value of $\delta$ can be determined for every parameter in the interface using Equation (5).

\[ \lim_{n \to \infty} \sigma_n^j = \frac{\delta_j}{1 - \tau}, j = 1, 2, \ldots, m \]

is the $j$th diagonal element of the covariance metric associated to model. \textit{hardlim} is referred to as the hard limit function (i.e., \textit{hardlim}(x) = 1, if $x > 0$ and \textit{hardlim}(x) = 0, otherwise). Equation (3) is a modified version of the instar rule for associative learning and is very similar to the non-projectional learning algorithm scheme explained in the learning automata (Thathachar and Sastry 2002). As can be easily seen from Equation (3), our user model is nothing but a localization function for the search used in GA. Initially GA is free to explore the subset of parameter space since the initial variance was set to a big number. As iteration continues, the user model limits the search space since variance converges to a steady state value as given in Equation (5). Because $P(A = \text{good} | \Theta = \theta)$ would be very small for the interface models away (Euclidian distance sense) from $\mu_n$ they would not be selected as candidates for the next iteration. This will naturally lead to an exploration of the search space in contrast to an exploitation. At this point, we can assign a probability value to each interface using the user model $U$. One of these interfaces will then be shown at the next iteration according to their probability. New scores will be used for fine-tuning the evaluation function through the re-ranking mechanism.

As mentioned above we can select more than one measure to evaluate the interface due to the flexibility of the ranking method. We can collect the following data set for each interface for a fixed interval of time;

- number of mouse clicks,
- number of unsuccessful mouse clicks,
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**Table 6. Ranking procedure**

<table>
<thead>
<tr>
<th>Interval Number</th>
<th># of mouse clicks /Rank</th>
<th># of unsuccessful mouse clicks/ Rank</th>
<th># of planes shown /Rank</th>
<th># of destroyed plane/ Rank</th>
<th>Total Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55/2</td>
<td>5/2</td>
<td>60/1*</td>
<td>3/1.5**</td>
<td>6.5</td>
</tr>
<tr>
<td>2</td>
<td>43/1</td>
<td>3/1</td>
<td>55/2*</td>
<td>3/1.5**</td>
<td>5.5</td>
</tr>
</tbody>
</table>

* Higher number of planes is better than smaller number of planes  
** Equal numbers are assigned middle ranks

- number of air planes presented to the user, and
- number of air planes destroyed before successful clearance.

We have also collected the total mouse shift, but it was not very informative for ranking. For each performance measure, we assign a rank to an interface. Adding up the total rank assigned to one interface is used for ordering. Tables 6 and 7 give an example. Each row is assumed to be an interface model as explained above. The reason for the ranking procedure is to reduce the variability of data. Also, as we have claimed before, data is in an ordinal scale, and values can be interpreted only as bigger or smaller in relation to other data. Assume now a new interface was presented to user, re-ranking will be applied every time a new evaluation is available. For a new interface, this procedure is demonstrated in Table 7.

For now we are using only total ranks as fitness measure but these ranks can also be used in statistical analysis. Subroutines listed in Table 4 also include selectParentInterfaces(), doCrossOver(), and doMutation() for ATC case study and are briefly discussed below. The parent selection algorithm, selectParentInterfaces(), implements roulette wheel selection. In this method, fitter individuals are selected with higher probability. Crossover operation, doCrossOver(), applies uniform crossover. Given two parents, we create one child by selecting one of its parent’s genes at each location with equal probability. Finally the mutation operator, doMutation(), is applied to the child with a very low probability. We use real_valued crossover, and random assignment is used at the locations where discrete variations are assumed.

**RESULTS**

Results are collected under two different categories. The automated user is designed to test the algorithm while real users are employed to show the validity of the approach in real world environment.

**Table 7. Re-ranking procedure**

<table>
<thead>
<tr>
<th>Interval Number</th>
<th># of mouse clicks /Rank</th>
<th># of unsuccessful mouse clicks/ Rank</th>
<th># of planes shown /Rank</th>
<th># of destroyed plane/ Rank</th>
<th>Total Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55/3*</td>
<td>5/2</td>
<td>60/1</td>
<td>3/2.5*</td>
<td>8.5</td>
</tr>
<tr>
<td>2</td>
<td>43/1</td>
<td>3/1</td>
<td>55/2</td>
<td>3/2.5*</td>
<td>6.5</td>
</tr>
<tr>
<td>3</td>
<td>45/2</td>
<td>6/3</td>
<td>54/3</td>
<td>2/1</td>
<td>9</td>
</tr>
</tbody>
</table>

* Updated after the addition of the new interface (compare with Table 6)
Automated User Model

The automated user model is a multivariate Gaussian and is very similar to the user model that was defined earlier but with one difference in that $\mu$ and $\sigma^2$ of the automated user are fixed. The automated user randomly selects a plane and attempts to clear it. The probability of the automated user clearing the plane is calculated by substituting the interface model $A$ into the automated user model.

The first category of the experiments is used to validate the ranking approach for the evaluation of interfaces. Two different kinds of interface models (one is closer in Euclidian distance to the preferred interface of the automated user than the other) without adaptation have been presented to the automated user. We test the hypothesis, “if distribution of the populations from which these samples came from is the same.” We can rephrase the hypothesis as follows, “is the ranking procedure a consistent measure for different types of interfaces?” We have used the Kolmogorov-Smirnov (KS-2) test (Terrell, 1999) to compare the distribution of two samples from the same interface model. The resulting test statistic value for $m = 20$, $n = 20$ was $K = 0.2$ and the null hypothesis was accepted with observed significance level ($p$-value = 0.7710) for preferred interface; and $K = 0.2105$ and the null hypothesis was accepted with observed significance level ($p$-value = 0.7415) for non-preferred interface. The second test for the first category of experiments was to test if two different interfaces could be distinguished as better or worse using the ranking procedure. Data was ranked using all of the values (preferred and non-preferred interfaces together). We have used the t-test to see if the difference in means is significant. We have also used the Lilliefors test (Terrell, 1999) for goodness of fit to a normal distribution on both sample data before we use the t-test. Lilliefors test accepts null hypothesis with a $p$-value = 0.1096 and a $p$-value = 0.1454 for preferred and non-preferred interfaces, respectively. Finally a two tailed t-test rejects the null hypothesis (the distributions are same) with a $p$-value = 3.6637e-14. Our results show that we can use the ranking scheme for estimating the relative goodness of the interface.

The second category of experiments was conducted for adaptation of interface under these assumptions. Starting interface parameters were $[50 \ 0 \ 1 \ 0 \ 40 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 1]$. The first one thousand and eighty iterations were conducted with the automated user preference vector being $[10 \ 1 \ 1 \ 0 \ 40 \ 0 \ 1 \ 3 \ 0 \ 2 \ 0]$ and at the instance of one thousand and eighty one, the preference vector for the automated user was changed to $[50 \ 3 \ 0 \ 1 \ 40 \ 0 \ 1 \ 1 \ 2 \ 0 \ 1]$. This is preferred if changing the automated user in the simulation would be recognized by the adaptation algorithm.

Figure 2 shows the improvement in the errors (i.e., number of unsuccessful mouse clicks and number of airplanes destroyed before successful clearance). This is the data we have collected for the ranking procedure and GA was running to improve this performance. Results were given for a total of 2,160 iterations. This means we have evaluated a total of 2,160 interfaces. We can easily see the time of switch from one automated user to another in Figure 2. In each case the program was able to catch the difference and converge to the preferred interface. In this experiment the user would spend one minute per interface evaluation and total experiment time would result in more than sixteen hours of evaluation. This clearly shows why we have time constraints for real user and why we have designed the automated user for the initial test phase. But our results can be validated for a prolonged time as well. We should add that, in a given time we store only forty different interfaces collected in consecutive temporal intervals of...
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Figure 2. Performance metrics

interaction. This was accounted for fast changing characteristics of user such as vigilance, attention, etc. Every time a new interface is generated we delete the oldest interface from the population to maintain a fixed number of interface populations. Figure 3 show a snapshot during the evolution.

Figure 3. Sample interface appearance at different iterations
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We would also like to see if we were able to find the preference of the automated user (in psychological space). The euclidean distance between the interface and the preference vector was calculated and plotted in Figure 4. Figure 4 depicts three things;

1. The ranking method we have defined above as a mapping strategy is a valid mapping between feature space and psychological space.
2. Stochastic behavior, at least for the automated user’s behavior, can be modeled using this technique and the interface adapts to user preferences in order to enhance the performance of the human-computer interaction.
3. The user model defined earlier was effective in localizing the search since, by the end of Figure 4, the variance of the interface is very small.

All of these improvements were established using least knowledge about the domain and the user. The evaluation for GA was done only for one interface for a given period of time. The interface has not interrupted the user and asked to give preferences between couple of interfaces. All processes were handled online. Improvements to this technique are possible. But the best part of this method is that its flexibility is not inversely related with its feasibility. That is, we can easily incorporate more explicit domain knowledge to guide the search and still the interface will be feasible in the sense of collecting extra information and ease of implementation. Our method is also highly scalable for more complex domain interactions.
Human Users

This subsection is dedicated to the results reported by the human user. The main purpose of this subsection is to show the validity of the approach in real life situations. However there is one difference between the interface model used under this subsection and the subsection “Automated User Model.” We have employed a smaller number of parameters. There are two reasons for this difference. First and the most important reason is the burden on the user. Real time adaptation lasts approximately thirty seconds for every evaluation. We have collected eighty data points for eighty iterations. Simple calculation shows that this results in forty minutes of interaction. It is hard for the user to sit in front of the computer and interact with the interface longer than that amount of time. However prolonged interaction, which is the case in real environments, may lead to the convergence of the search in the case of a bigger space and this was shown in the subsection “Automated user Model.” The second reason for less number of parameters is the constraint on the interface model as given in Assumption 1.

Our interface parameters are selected using some background knowledge from the HCI domain. The first parameter is related to peripheral vision. Interface switches between four different types of airplane representations when the airplanes reach a critical zone. The critical zone is defined as a frame across the interface borders with predefined thickness. Implemented representations are small white planes, small red planes, large white planes, and large red planes. These parameters are coded into the gene as 0, 1, 2, and 3, respectively. Use of color is rooted from the well known fact about the peripheral vision of humans. The ergonomics field has shown that peripheral vision is sensitive to changes in its vicinity. Change of color is supposed to alert the user about the endangered plane which is on the edge of destruction. The reason for changing the size of the plane comes from the HCI field, specifically Fitts’ law. Fitts’ Law is a model to account for the time it takes to point at something, based on the size and distance of the target object. The formula is given as

\[ T = k \log_2\left(\frac{D}{S} + 0.5\right), \]

where \( k \approx 100 \text{m sec} \) and \( T \) is the time to move the hand to a target, \( D \) is the distance between the hand and the target and \( S \) is the size of the target. According to the formula, an increase in size will decrease the response time, hence leading to an increase in performance.

The second parameter is the update interval for the plane’s positions. The assumption behind the different updates comes from cognitive science. If the plane’s positions are to be updated with every change in their positions, movement will be smooth and will not rely on short term memory hence decreasing the cognitive load. However, it will be harder for the user to click on the planes due to the rapid change of the plane position. On the other hand, update of the plane’s position on the interface at longer intervals will give more response time to the user, yet result in higher cognitive load since the user should estimate the next position of the plane. Change in the update interval does not change the speed of the planes.

The new position of the plane is calculated. However, the position on the interface is updated in intervals defined by the update interval parameter. The update interval parameter spans an interval \([1-20]\) and is coded respectively. When we put these two together, we have a search space of eighty which is a fairly large number of alternatives to be evaluated in a small amount of time and iterations. These parameters are also selected because they justify Assumption 1. The genome to be used under evaluation with these features will be the possible combinations of these features. For example \( \{A | A = [10 \ 1] \in \hat{A} \} \) is interpreted as: 1) update interval will be 10 sample times and 2) change plane appearance to small size red at possible crash site.
Results will be given under two categories. The first category will give the convergence of the user model and performance value as well as interface shown to the user. We are not able to give the distance between the interface model and user preference since user preference vector is not available for the real user. Figure 5a) depicts the user model which was able to converge to a value our intuition about the best interface suggested. The upper left portions of Figure 5a) show the convergence of the update time. The update time converged to one. The upper right parts of Figure 5a) show the plane’s representation. Interfaces with the large sized planes were better in response time since they take advantage of the Fitt’s rule. The user model converged to the interface model with large planes and final variance of the user model converged to a small value. The dotted line in the bottom portion of Figure 5a) is the variance of the update interval and the dashed line is the variance of the plane’s representation. The final value of the user model shows that the user model has a bias towards large red planes instead of small red planes which is logical since color and size together improve both response time and accuracy. Figure 5b) shows the probabilities assigned to candidate interfaces by the Gaussian user model. It is easier to
see from this figure that preferences assigned to small size planes get smaller and smaller while preferences given to large size planes preserve their initial level. The equal preference in the beginning phase was due to large variance of the user model.

In order to show that the convergence of the user model was able to localize the search, we show the statistical distribution of the interfaces evaluated. Figure 6 can be interpreted in two ways. Look at Figure 6 horizontally; we can see the number of times a given parameter is shown to the user throughout the interaction. This shows the change of bias of the user model for a given parameter and is consistent with the findings of Figure 5.

Look at Figure 6 vertically and we can inspect the distribution of the shown parameters for every twenty interactions. This shows the proposed algorithm was able to converge to the interface type with large size planes. Figure 7 depicts the performance index collected during interaction. The bottom part of Figure 7a) is the ratio of destroyed planes to shown planes. The top part of Figure 7a) presents the ratio of off-clicks to total clicks. It can be seen that by the end of the adaptation, the ratio of destroyed planes to shown planes converges to zero (no destroyed planes). Figure 7b) depicts another perspective of the evaluation. Results in Figure 7a) are added and the minimum points are connected with a dashed line. Change in the dashed line indicates the update of the user model as explained in Equation (2). These results show that interface adaptation was successful in decreasing the error rate and it eventually converges at least to some local minima.

Second category of results is the subjective evaluation of the adaptation supplied by the users after the interaction with the interface. We have done statistical tests using the subjective results assessed from the questionnaires. These results correspond to the results of the distance between the preferred
interface and the interface model, shown under the subsection “Automated User Model.” We have employed seven individuals in order to test the algorithm.

The first two questions were meant to measure the difference between user preference and user model. We have calculated the correlation coefficient between the subjective ranking of the user for the interface parameters and bias of the user model. Correlation coefficient calculated for plane representation is 0.93 and for the update interval is 0.89. This shows that the interface was able to find the preferred interface. Questions three and four were asked to retrieve the subjective performance index and workload level. The results are given in percentiles. The user evaluation for the improvement of their efficiency results in a mean and standard deviation of $\mu = 4, \sigma = 0.89$ respectively and the evaluation for the decrease of their workload results in a mean and standard deviation of $\mu = 3, \sigma = 1.26$ respectively. The upper quartile for question three is 5 and for question four is 4. These results show that human users are affected by the adaptation and parameters were able to span the user psychology space. Questions five and six were designed to assess the consistency of the adaptation. These questions were asked because it is important that the adaptation is smooth and consistent, otherwise it may distract the
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User. User evaluation for the consistency of the adaptation results in a mean and standard deviation of $\mu = 2.8, \sigma = 1.17$, respectively and the evaluation for the comfort of using interface results in a mean and standard deviation of $\mu = 3.8, \sigma = 1.47$ respectively. The upper quartile for question five is 4 and for question six is 5. The results for question five and six show that adaptation is smooth and easy to handle. Finally, question seven was asked to collect more data about the importance of the parameters. Two users thought that the update interval was more important than the plane's appearance (the other five thought otherwise). Overall, subjective evaluation shows that the proposed algorithm was able to improve the interaction performance and that adaptation did not disturb the users.

CONCLUSION

We have shown in this chapter that non-parametric methods can be employed for evaluating the interface under uncertain environments. Especially if a human is in the loop then statistical methods may prove to show better performance at estimating the user’s characteristic. The importance of this work is to define a general framework for adaptation under ill-defined situations. In our case, we have unobservable system states, namely users’ preferences. User is stochastic so is the fitness evaluation. There is no explicit objective function as of now that interprets user performance perfectly. Overall uncertainty in the system is very high even in a very simple implementation.

The algorithm is flexible enough to handle any kind of heuristic. Domain dependent knowledge can be regarded as another measurement. Ranking scheme will handle the situation as if another data is collected. In addition to that, other methods can be used to solve this optimization problem, such as multiobjective evolutionary algorithm (Lu and Yen, 2003; Yen and Lu 2003) and particle swarm optimization (Leong and Yen, 2008). However, GA is best fit for this kind of adaptation due to its easy use in highly constrained problems. GA is also scalable to higher dimensions. This is important because in more complex systems the search space can grow exponentially with the number of features considered. More involved and complicated architectures can be developed into this idea. Using this approach also enables interaction of multi-disciplinary knowledge in the field of HCI. As shown, statistical approach, machine learning and rule based systems can easily go together and can easily be incorporated into a general framework.
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ABSTRACT

This chapter shows the application of particle swarm optimization (PSO) to size analog circuits which are synthesized by a genetic algorithm (GA) from nullor-based descriptions. First, a historical description of the development of automatic synthesis techniques to design analog circuits is presented. Then, the synthesis of analog circuits by applying a GA at the transistor level of abstraction is demonstrated. After that, the authors present the proposed multi-objective (MO) PSO algorithm which makes calls to the circuit simulator HSPICE to evaluate performances until optimal sizes of the transistors are found by using standard CMOS technology of 0.35µm of integrated circuits. Finally, the MO-PSO algorithm is compared with NSGA-II, and some open problems oriented to circuit synthesis and sizing are briefly discussed.
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INTRODUCTION

Recently, some research on the application of evolutionary algorithms has been conducted to synthesize practical electronic circuits. As mentioned by Koza et al. (2004), Liu et al. (2009), and Mattiussi and Floreano (2007), many electronic systems of technical and scientific interest can be seen as collections of devices connected by links characterized by a numeric value. Furthermore, the synthesis or design of analog circuits can be viewed as the focus of the engineering activity (Martens and Gielen, 2008; McConaghy and Gielen, 2006; Tlelo-Cuautle and Duarte-Villaseñor, 2008a; Unno and Fujii, 2007).

In electronics, an analog designer has several design strategies at his disposal to synthesize electronic circuits (Eeckelaert et al., 2005; Koza et al., 2004; Mattiussi and Floreano, 2007; McConaghy et al., 2005; Rutenbar et al., 2007; Smidt and Gielen, 2003; Stehr et al., 2007; Tlelo-Cuautle and Duarte-Villaseñor, 2008a; Van der Plas et al., 2001). However, as mentioned by Martens and Gielen (2008), the chosen strategy mainly depends on the complexity of the system with respect to size and performance demands (Guerra-Gómez et al., 2008). On the other hand, the design process starts with the selection of a topology, where systematic exploration methodologies are very much needed to automatically generate new topologies (McConaghy et al., 2007; Rutenbar et al., 2007; Smidt et al., 2003; Tlelo-Cuautle and Duarte-Villaseñor, 2008a). Afterwards, for a selected topology, the next problem consists of searching different values for the parameters until optimal performances are found. Although Stehr et al. (2007) presented a simulation-based method for the calculation of the feasible performance values of amplifier-based circuits by computing the Pareto-optimal trade-offs of competing performances at full simulator accuracy, there are new circuits which include multi-ports, such as current conveyors (Fakhfakh et al., 2007; Sánchez-López et al., 2007; Smith and Sedra, 1968; Tlelo-Cuautle et al., 2008c; Trejo-Guerra et al., 2008) which also present trade-offs among their port’s characteristics. Therefore an appropriate optimization method must be used to find optimal parameters for a particular circuit topology.

In summary, the synthesis process of electronic circuits is known as the problem of finding the correct circuit topology (a collection of interconnected devices), and the problem of finding numeric values of the circuit elements is considered as a sizing problem (Fakhfakh, 2008; Liu et al., 2009; McConaghy et al., 2007; Mattiussi and Floreano, 2007). The selection of a circuit topology can be done during sizing (Matens and Gielen, 2008), where topological options are stored in a library as entire architectures, thus making a larger set of valid topologies available for sizing exploration. Therefore, since this is a complex process, the automatic synthesis of analog circuits is a problem which can be solved by applying either or both swarm intelligence (Coello and Lechuga, 2002; Kennedy et al., 2001) and evolutionary techniques (Deb et al., 2002; Lamont and Coello, 2007). For instance, analog computer-aided design (CAD) tools based on evolutionary algorithms have been developed to find the optimal parameters of various systems (Koza et al., 2004; Liu et al., 2009; Martens and Gielen, 2008; McConaghy and Gielen, 2006; Mattiussi and Floreano, 2007). Besides that, to find optimal performances of an electronic circuit, it is desired that the proposed algorithm allows multi-objective optimization including multiple constraints (Coello and Lechuga, 2002; Lamont and Coello, 2007; Liu et al., 2009; Santana-Quintero et al., 2008). More recently, Liu et al. (2009) have introduced a hybrid evolutionary-based design system to size analog integrated circuits by combining MATLAB and HSPICE (Synopsys, 2007), once a circuit topology has been selected. Following this direction, this chapter describes the application of Particle Swarm Optimization (PSO) to size analog electronic circuits which are synthesized by the Genetic Algorithm (GA) as described in the following section. The proposed system also combines MATLAB and HSPICE,
Analog circuit synthesis can be performed by starting with simplified or ideal models (Unno and Fuji, 2007), which can be modeled by using the pathological element called nullor (Kumar and Senani, 2002). In a similar manner, Tlelo-Cuautle et al. (2008b) have introduced the synthesis of basic unity-gain cells (UGCs) such as voltage followers (VFs) and voltage mirrors (VMs) by beginning with abstract descriptions using nullors (Kumar and Senani, 2002; Tlelo-Cuautle and Duarte-Villaseñor, 2008a). The topology to be generated is created by starting from a lower abstraction level, by connecting individual circuit elements in a systematic way until the genotype is formed, which is decoded to obtain already known and several new circuit topologies.

As described in Tlelo-Cuautle et al. (2007), the nullor consists of two elements: the nullator and the norator. The voltage and the current in the nullator are zero, whereas in the norator the voltage and the current are arbitrary. By using these properties, one can use one, two or four nullators to model the ideal behavior of the voltage follower, as shown in Figure 1, where the output voltage is equal to the input voltage, \( V_o = V_i \). In the same manner, one can use one, two or four norators to model the ideal behavior of the current follower, as shown in Figure 2, where the output current is equal to the input current, \( I_o = I_i \).

Basically, the GA introduced in Tlelo-Cuautle et al. (2007) and Tlelo-Cuautle and Duarte-Villaseñor (2008a) manipulates nullors and norators, which must always exist in a pair to form the nullor (Kumar and Senani, 2002). Therefore, the nullator-norator (O-P) pair can be connected in three ways: in parallel (see Figure 3(a)), both connected at node i (see Figure 3(b)), and both connected at node j (see Figure 3(c)). Further, the nullator-norator pair can be synthesized by a transistor, e.g. the MOSFET, as
shown in Figure 3(c) and Figure 3(d). By beginning with the voltage follower shown in Figure 1(c), the equivalent nullator-norator circuit is shown in Figure 4, where ideal voltage biases (Vdd, Vss), and ideal current biases (Idd, Iss) have been added mainly to the norators (P). Finally, the nullator-norator pairs are synthesized by MOSFETs, and the ideal current sources are synthesized by current mirrors (Tlelo-Cuautle and Duarte-Villaseñor 2008a), leading to the genotype and phenotype of the voltage follower shown in Figure 5.

The process described above can be encoded by four genes, and they can be used for the automatic circuit synthesis of the four unity-gain cells described in Tlelo-Cuautle et al. (2008a):

*Gene of the small-signal circuitry* (genSS): Codifies the combinations in connecting nullator-norator pairs using two bits for each pair. Therefore, in Figure 4, genSS=8 bits.

*Gene of synthesis of the MOSFETs* (genSMos): Each nullator-norator combination is synthesized by a MOSFET which can be type N or type P. This is codified by genSMos using one bit for each pair. In Figure 4, genSMos=4 bits.

*Gene of addition of the bias circuitry* (genBias): The addition of voltage and current biases (Vdd, Vss, Idd and Iss) is codified by genBias using two bits for each nullator-norator pair. In Figure 4, genBias=8 bits.

---

**Figure 2. Model of the current follower using norators**

![Figure 2](image)

**Figure 3. Connection of a nullator-norator pair in: (a) parallel, (b) at node i, and (c) at node j, and (d) synthesis of an O-P pair by a MOSFET**

![Figure 3](image)
Gene of synthesis of the bias circuitry (genCM): Each current source (Idd, Iss) is synthesized by a current mirror, so that this gene consists of a library of different kinds of current mirrors, and its size depends on their number in the library.

As a result, the genotype and phenotype of the voltage follower are as shown in Figure 5, where the chromosome is 22 bits long when genCM=2 bits. An important aspect of the GA is that it generates simple topologies which are suitable to be evolved to more complex circuits. For example, Tlelo-Cuautle et al. (2008b) demonstrated the synthesis of voltage mirrors by GAs from the evolution of the voltage follower whose chromosome is augmented by one gene. The synthesis of the current follower is similar to the above process for the voltage follower, but we begin from Figure 2, instead of Figure 1 (Tlelo-Cuautle and Duarte-Villaseñor, 2008a).

The flow diagram of the GA for the synthesis of voltage followers and its behavior according to the fitness evaluation and number of generations can be found in Tlelo-Cuautle et al. (2007). The proposed

Figure 4. Voltage follower described by nullator-norator pairs and ideal current sources (Idd, Iss)

Figure 5. The genotype and phenotype of the voltage follower shown in Figure 4
GA begins with the creation of random solutions according to the chromosome of each unity-gain cell (see Figure 5 for the voltage follower) and it ends its search after selecting a circuit which accomplishes Equation (1), where $0.7 \leq \text{gain} \leq 1.2$ in order to select practical unity-gain cells.

\[
\begin{bmatrix}
    \frac{v_{\text{out}}}{i_{\text{out}}} \\
    \frac{i_{\text{out}}}{v_{\text{out}}}
\end{bmatrix} \geq \text{gain} \begin{bmatrix}
    \frac{v_{\text{in}}}{i_{\text{in}}}
\end{bmatrix}
\]

(1)

The main steps of the GA are the following:

1. A start-population is randomly created (generation 0).
2. Each genotype, describing a valid topology, will create an HSPICE file (phenotypes).
3. The phenotypes files are run in HSPICE (Synopsys 2007).
4. Each chromosome is evaluated according to Equation (1) to calculate the fitness. If one or more individuals satisfy equation (1), the program stops.
5. A new population is generated using the operations of crossover and mutation (Reyes-García et al., 2008).
6. The program continues from step 2, creating HSPICE files, until a specified number of generations is reached.

**Crossover Operator**

A circuit is represented by an ordered set of genes (for the voltage follower: genSS*genSMos*genBias*genCM (Tlelo-Cuautle et al., 2007)). The crossover operator is defined by the interchange of the genes of parent chromosomes. If the parent chromosomes are parents 1 and 2 as shown in Figure 6, there are 14 new offspring chromosomes possible. This is analogous to the standard ‘one-point crossover’ algorithm used in many GA applications. By applying equal probability, only two of the children chromosomes are selected for the new generation to maintain an average population.

**Mutation Operator**

The mutation randomly changes the value of a bit in a chromosome; e.g. in Figure 7 the chromosome ‘110000011011’ is changed to ‘111000011011’. In the GA all the chromosomes are evaluated with the crossover operator and only 5% of them are mutated.

By combining unity-gain cells, more complex circuits can be generated. For example, Tlelo-Cuautle et al. (2008c) have introduced the synthesis of the negative-type second generation current conveyor (CCII-) by superimposing a voltage follower with a current follower, by performing genetic operations (Reyes-García et al., 2008). In the same manner, Fakhfakh et al. (2007) have introduced the synthesis of the positive-type second generation current conveyor (CCII+) by searching for the interconnection among a voltage follower and current mirrors. It is worthy to mention that in analog signal processing, both the CCII+ and CCII- are quite useful for implementation in practical applications, such as amplifiers (Koza et al., 2004; Mattiussi and Floreano, 2007; McConaghy and Gielen, 2006; Unno and Fujii, 2007), filters and oscillators (Fakhfakh et al., 2007; Tlelo-Cuautle and Duarte-Villaseñor, 2008a). Figure 8 shows the CCII+ and CCII- synthesized by evolving the voltage follower as shown in Figure 5.
MULTI-OBJECTIVE PARTICLE SWARM OPTIMIZATION ALGORITHM

In analog electronics, circuit synthesis is a challenging problem because the analog design process is characterized by a combination of experience and intuition, and requires creativity to deal with the large number of free parameters such as gain, band-width, offset, impedances, noise, distortion, etc (Eeckelaert et al., 2005; Liu et al., 2009; Rutenbar et al., 2007; Stehr et al., 2007). Additionally, these parameters sometimes present obscure interactions among them, because each kind of circuit topology presents different trade-offs between two or more parameters. For example, in circuits processing either voltages or currents, when the gain is improved the impedances can be degraded, so that the noise might become greater than it is desired. However, when a circuit can process both voltage and current, as is case for CCII+ and CCII-, the optimization problem for accomplishing the device parameters through sizing is not known or deterministic. Therefore, the optimization process should be solved by re-simulations. In this case, circuit synthesis begins by selecting a topology and its design is generated by finding parameter values (e.g. transistors lengths and widths) to satisfy a set of performance specifications (Guerra-Gómez et al., 2008).

Some analog design automation tools oriented to circuit sizing are: AMGIE (Van der Plas et al., 2001), WATSON (Smedt and Gielen, 2003), CAFFEINE (McConaghy et al., 2005) and MOJITO (McConaghy et al., 2007). The optimization techniques search for the optimal design solution according to the given
specifications (Eeckelaert et al., 2005), but at different levels of abstraction (Martens and Gielen, 2008). Besides that, only few methods have been presented which apply evolutionary computation (Liu et al., 2009; Mattiussi and Floreano, 2007). In this chapter, the proposed optimization technique is based on the concept of swarm intelligence (Kennedy et al., 2001), and is compared to NSGA-II (Deb et al., 2002) to show that our proposed Multi-Objective PSO (MO-PSO) (Coello and Lechuga, 2002) algorithm is suitable for circuit sizing and that it can achieve better performance in the case of CCII+s and CCII-s. The MO-PSO has been programmed in MATLAB, and HSPICE is linked to it to evaluate the circuit performances (Guerra-Gómez et al., 2008). The MO-PSO algorithm evaluates the circuits in terms of Pareto optimality (Stehr et al., 2007): a solution is considered optimal if it cannot be improved without deteriorating at least one of its components in which case it is probable that there will be more than one Pareto optimal solution (Deb et al., 2002).

In the MO-PSO algorithm there are \( n \) particles denoted by \( X_i \), where \( i = 1, \ldots, n \), and represented by their positions in the search space. Each particle \( X_i = (x_{i1}, x_{i2}, \ldots, x_{ik}) \) represents a position in the space and depends on its previous local best position \( (P_{best_i}) \) and the previous global best position \( (G_{best}) \). To compute the speed of each particle the following expression is used:

\[
V_i = k_w V_i + R_1 (P_{best_i} - P_i) + R_2 (G_{best} - P_i)
\]  

where \( V_i \) is the current velocity of the particle \( i \), \( k_w \) is the inertia weight which takes typical values less than 1, \( P_{best_i} \) is the best position of particle \( i \), \( P_i \) is the position of the current particle and \( G_{best} \) is a global best selected among the global best solutions. The new position of each particle is computed as follows:

\[
P_i = P_i + V_i
\]

The algorithm ensures that the current position is not beyond the bound limits. Algorithm 1 (see Figure 9) shows the pseudo-code for the proposed MO-PSO. Step 1 is the initialization procedure where the bound limits are set, and the particles are initialized randomly inside these bound limits. The velocities
Synthesis of Analog Circuits by Genetic Algorithms and their Optimization

are initialized with zero values. In step 2, the population is evaluated to update the best position ($P_{best}$) at step 3, for each particle. Afterwards, the non-dominated particles are evaluated to randomly select a global best ($G_{best}$) into that repository (steps 4 and 5). Then the velocity and position of each particle are updated by using Equations (2) and (3) while staying within the bound limits (steps 7 to 11). Once all the particles are updated, then an evaluation process is applied to update the best position for each particle. Also, the non-dominated particles are selected, and one is selected randomly to set it as the global best for the next loop (steps 12 to 15). This process continues until a determined number of loops have been completed.

**Dominance and Constraints**

The selection of non-dominated particles is done by taking into account some constraints, so that each solution can be either feasible or infeasible. Thus, there may be at most three situations: solutions are feasible, one is feasible and the other is not, or both are infeasible. Then a solution $j$ is said to be constraint-dominated by a solution $i$, if any of the following conditions is true (Deb et al., 2002):

1. Solution $i$ is feasible and solution $j$ is not.
2. Solutions $i$ and $j$ are both infeasible, but solution $i$ has a smaller overall constraint violation.
3. Solutions $i$ and $j$ are both feasible and solution $i$ dominates solution $j$.

**Algorithm 1** Pseudocode for MOPSO

1. Initialize NoLoops, bound limits, population (N) and velocities
2. Evaluate population
3. Update $P_{best}$
4. Select non-dominated particles
5. Select $G_{best}$ randomly among non-dominated particles
6. for $i = 1$ to NoLoops do
7.     for $j = 1$ to N do
8.         Update particle velocity
9.         Update particle position
10.    Ensuring new position is into bound limits
11. end for
12. Evaluate population
13. Update $P_{best}$
14. Select non-dominated particles
15. Select $G_{best}$ randomly among non-dominated particles
16. end for
MO-PSO on Test Functions

The MO-PSO algorithm was programmed and tested on the Zitzler functions (Zitzler et al., 2000), with constraint functions over 80 generations with a population of 80 particles. The non-dominated solutions for the ZDT3 are shown in Figure 10 and those for the TNK function are shown in Figure 11.

CIRCUIT OPTIMIZATION BY MO-PSO

The circuit optimization process consists of searching for the width and length sizes of all MOSFETs of the CCII+ and CCII-. To apply the MO-PSO algorithm, the evaluation procedure (lines 2 and 12 in Algorithm 1) links HSPICE to measure all performances. In this manner, a frequency analysis is performed with the statement .MEASURE (Guerra-Gómez et al., 2008), that defines results on successive simulations. The .MEASURE instruction prints user-defined electrical specifications of a circuit, and the results can be manipulated in a post-processing step. The .MEASURE basic syntax is (Synopsys, 2007):

```
.MEASURE <DC|AC|TRAN> resultname +TRIG ... TARG...where resultname is the name chosen to save the results, TRIG identifies the beginning of trigger specifications and TARG identifies the beginning of target specifications. The syntax could be different depending of the type of measurement, and it is possible to use the following syntax too:
```

\[
\begin{align*}
    f_1(x) &= x_i \\
    f_2(x) &= g(x)[1 - \frac{x_i}{g(x)} - \frac{x_i}{g(x)} \sin(10\pi x)] \\
    g(x) &= \frac{9}{n-1} \sum_{i=1}^{n} x_i + 1, \text{ where } x_i \in [0,1] \text{ and } i = 2, \ldots, 10
\end{align*}
\]

Figure 10. Non-dominated solutions for ZDT3
The ideal value for gain is unity, for voltage and current offset is zero, and for band-width is infinity. In real applications, gain is close to unity, offset is minimal and band-width is a high frequency (Fakhfakh, 2008). To select the non-dominated particles, the MO-PSO takes into account the saturation condition in each MOSFET as a constraint (Guerra-Gómez et al., 2008). The CCII+ and CCII- are evaluated using an HSPICE MOSFET model Level 49 with a standard CMOS Technology of 0.35µm. The current is set to I_{ref} = 50µA, the load is set to 1pF, and all lengths of MOSFETs are set to L = 1µm, so that the optimization process consists of finding optimal width (W) sizes within the bound limits (0.35µm and 300µm).

*Figure 11. Non-dominated solutions for TNK*
For the CCII+ shown in Figure 8(a), there are two variables: \( W_1 \) (N-MOSFETs width) and \( W_2 \) (P-MOSFETs width). For the CCII- shown in Figure 8(b), there are eight variables: \( W_1 \) (M1,M3), \( W_2 \) (M5), \( W_3 \) (M2,M4), \( W_4 \) (M6), \( W_5 \) (M7,M9), \( W_6 \) (M11), \( W_7 \) (M8,M10,MX) and \( W_8 \) (M12). In the first step the optimizer system runs under different parameters (number of generations, population size, and different inertia weights) to determine the best combination of parameters. Table 1 and Table 2 show the performance characteristics for the CCII+ and CCII- respectively. In both the CCII+ and CCII- there are two ports denoted by \( V_x = V_y \) and \( I_z = \pm I_x \), and in each port the MO-PSO optimizes the three parameters: gain, offset and band-width.

Table 1 and Table 2 show the mean, standard deviation, max and min values found by MO-PSO with 80 and 50 particles respectively over 80 loops, with an inertia weight of 0.25, 0.65 and 0.4. In all the three cases for both circuits, the max and min values are closer to each other but their standard deviation is influenced by the inertia value; this behavior is evident from Equation (2). However, the last experiment has satisfactory results with a smaller population size (\( N=50 \)). Therefore the next part of this chapter uses an inertia weight of 0.4.

In the second step, the optimizer is run with 80 particles over 80 loops, and an inertia weight of 0.4. The results are shown in Figures 12, 13, 14 and 15, where they are compared with NSGA-II.

Tables 3 and 4 list the results for five runs for the CCII+ and CCII- respectively. It can be seen that the experiments achieve similar results. All experiments have 80 particles over 80 generations and an inertia weight of 0.4. The mean, minimum and maximum values show how the proposed MO-PSO tends to converge to the same Pareto front and the standard deviation shows that gain and band-width results are not dispersed. However, the offset is dispersed in some cases where it reaches the global minimum (zero value).

\[
\begin{array}{c|c|c|c|c|c|c|c|c}
\text{Voltage Mode (Vx=Vy)} & & \text{Current Mode (Iz=Ix)} \\
\hline
\text{Gain (V/V)} & \text{Offset (V)} & \text{Band-Width (Hz)} & \text{Gain (I/I)} & \text{Offset (A)} & \text{Band-Width (Hz)} \\
\hline
\text{Mean} & 9.9328E-01 & 1.3863E-03 & 9.1354E+07 & 9.8354E-01 & 5.6863E-08 & 1.4100E+08 \\
\text{Std. Dev. (\sigma)} & 4.2238E-04 & 4.5746E-05 & 5.3558E+06 & 1.3914E-03 & 7.9166E-08 & 5.7689E+06 \\
\text{Max value} & 9.9386E-01 & 1.4704E-03 & 1.0523E+08 & 9.8700E-01 & 2.5895E-07 & 1.4986E+08 \\
\hline
\text{N=80, Generations=80 k=0.25} & & & & & & \\
\text{Mean} & 9.9309E-01 & 1.3564E-03 & 9.1802E+07 & 9.8721E-01 & 8.801E-08 & 1.7845E+08 \\
\text{Std. Dev. (\sigma)} & 7.4430E-04 & 7.5642E-05 & 5.3558E+06 & 1.3914E-03 & 7.9166E-08 & 5.7689E+06 \\
\text{Max value} & 9.9401E-01 & 1.5455E-03 & 1.2572E+08 & 9.8900E-01 & 2.9644E-07 & 1.9348E+08 \\
\text{Min value} & 9.8871E-01 & 1.0060E-03 & 7.7468E+07 & 9.8300E-01 & 1.2321E-12 & 1.4139E+08 \\
\hline
\text{N=80, Generations=80 k=0.65} & & & & & & \\
\text{Mean} & 9.9313E-01 & 1.3738E-03 & 9.4314E+07 & 9.8781E-01 & 8.5881E-08 & 1.8852E+08 \\
\text{Std. Dev. (\sigma)} & 3.5171E-04 & 4.7231E-05 & 6.1006E+06 & 4.6881E-04 & 9.0341E-08 & 2.9615E+06 \\
\text{Max value} & 9.9313E-01 & 1.3738E-03 & 9.4314E+07 & 9.8871E-01 & 6.5881E-08 & 1.8852E+08 \\
\text{Min value} & 9.9171E-01 & 1.1888E-03 & 7.8339E+07 & 9.8800E-01 & 3.1753E-11 & 1.8360E+08 \\
\end{array}
\]
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Table 2. CCII- performances by varying \((k)\) the inertia weight in Equation (2)

<table>
<thead>
<tr>
<th>(k)</th>
<th>Voltage Mode ((V_x=V_y))</th>
<th>Current Mode ((I_z=-I_x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k=0.25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9306E-01</td>
<td>9.9574E-01</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>4.1131E-04</td>
<td>4.8262E-06</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9378E-01</td>
<td>9.9574E-01</td>
</tr>
<tr>
<td>Min value</td>
<td>9.9178E-01</td>
<td>9.9488E-01</td>
</tr>
</tbody>
</table>

\(N=50,\) Generations=80, \(k=0.4\)

| Mean      | 9.9306E-01                  | 9.9574E-01                  |
| Std. Dev. | 4.1131E-04                  | 4.8262E-06                  |
| Max value | 9.9378E-01                  | 9.9574E-01                  |
| Min value | 9.9178E-01                  | 9.9488E-01                  |

DISCUSSION ON THE RESULTS AND OPEN PROBLEMS

Tables 7 and 8 list the sizes of the CCII+ and CCII- respectively, corresponding to the best values of the three objectives found by MO-PSO. For the CCII+, the best Gain (close to unity) has different sizes with respect to the best offset (close to zero), as shown in Table 7. This is the same case for the Band-Width in both Voltage and Current modes. Additionally, it can be seen that the sizes between the Gain in Voltage mode and Current mode are also different. This is an open problem, since in an optimal CCII+, all MOSFETs must have the same width \((W)\) and length \((L)\), and they should also optimize the same
Figure 13. Current optimization for CCII+: (a) MO-PSO and, (b) NSGA-II results

Figure 14. Voltage optimization for CCII-: (a) MO-PSO and (b) NSGA-II results

Figure 15. Current Optimization for CCII-: (a) MO-PSO and, (b) NSGA-II results
parameters, offset, band-width, impedances, for instance. By comparing Table 3 with Table 5, and Table 4 with Table 6, it can be observed that the parameters gain, offset and band-width have similar values. The only exception is the offset, which is zero (ideal) in Table 4 for the CCII- optimized by MO-PSO, and is high in Current mode in Table 6. This is an advantage of the MO-PSO algorithm with respect to NSGA-II. On the other hand, although NSGA-II generates better Pareto Fronts (see for example Figure 12) than MO-PSO, it consumes more CPU-time and memory storage since the population is doubled. However, for the optimization of CCII+s and CCII-s (Tables 7 and 8), the MO-PSO obtains the same performance characteristics for Gain, Offset and Band-Width, making it suitable for analog circuit optimization. In addition, future research may include other Pareto domination based algorithms, other ranking methods, and other reproduction operators.

Table 3. CCII+ performances with 5 runs

<table>
<thead>
<tr>
<th></th>
<th>Voltage Mode (Vx=Vy)</th>
<th>Current Mode (Ix=Ix)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gain (V/V)</td>
<td>Offset (V)</td>
</tr>
<tr>
<td>PSO Run 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9316E-01</td>
<td>1.4063E-03</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>3.6786E-04</td>
<td>5.0599E-05</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9378E-01</td>
<td>1.5249E-03</td>
</tr>
<tr>
<td>Min value</td>
<td>9.9152E-01</td>
<td>1.2834E-03</td>
</tr>
<tr>
<td>PSO Run 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9327E-01</td>
<td>1.3997E-03</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>5.4105E-04</td>
<td>5.4773E-05</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9400E-01</td>
<td>1.4934E-03</td>
</tr>
<tr>
<td>Min value</td>
<td>9.8943E-01</td>
<td>1.0450E-03</td>
</tr>
<tr>
<td>PSO Run 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9333E-01</td>
<td>1.3828E-03</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9387E-01</td>
<td>1.4729E-03</td>
</tr>
<tr>
<td>Min value</td>
<td>9.9222E-01</td>
<td>1.2616E-03</td>
</tr>
<tr>
<td>PSO Run 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9332E-01</td>
<td>1.3917E-03</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>2.1357E-04</td>
<td>4.3213E-05</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9379E-01</td>
<td>1.5206E-03</td>
</tr>
<tr>
<td>Min value</td>
<td>9.9275E-01</td>
<td>1.2682E-03</td>
</tr>
<tr>
<td>PSO Run 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9318E-01</td>
<td>1.3814E-03</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>3.9365E-04</td>
<td>4.5912E-05</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9373E-01</td>
<td>1.5435E-03</td>
</tr>
</tbody>
</table>
Table 4. CCII- performances with 5 runs

<table>
<thead>
<tr>
<th>Voltage Mode (Vx=Vy)</th>
<th>Current Mode (Iz=Ix)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gain (V/V)</strong></td>
<td><strong>Offset (V)</strong></td>
</tr>
<tr>
<td>PSO Run 1</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9314E-01</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>3.5032E-04</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9373E-01</td>
</tr>
<tr>
<td>Min value</td>
<td>9.9190E-01</td>
</tr>
<tr>
<td>PSO Run 2</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9338E-01</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>3.4094E-04</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9391E-01</td>
</tr>
<tr>
<td>Min value</td>
<td>9.9178E-01</td>
</tr>
<tr>
<td>PSO Run 3</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9341E-01</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9398E-01</td>
</tr>
<tr>
<td>Min value</td>
<td>9.9259E-01</td>
</tr>
<tr>
<td>PSO Run 4</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9338E-01</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>3.4094E-04</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9391E-01</td>
</tr>
<tr>
<td>Min value</td>
<td>9.9178E-01</td>
</tr>
<tr>
<td>PSO Run 5</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9290E-01</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>4.7481E-04</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9372E-01</td>
</tr>
<tr>
<td>Min value</td>
<td>9.9100E-01</td>
</tr>
</tbody>
</table>

Table 5. CCII+ performances with NSGA-II

<table>
<thead>
<tr>
<th>Voltage Mode (Vx=Vy)</th>
<th>Current Mode (Iz=Ix)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gain (V/V)</strong></td>
<td><strong>Offset (V)</strong></td>
</tr>
<tr>
<td>Mean</td>
<td>9.9278E-01</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>1.5832E-03</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9414E-01</td>
</tr>
</tbody>
</table>
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Table 6. CCII- performances with NSGA-II

<table>
<thead>
<tr>
<th></th>
<th>Voltage Mode (Vx=Vy)</th>
<th>Current Mode (Iz=Ix)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gain (V/V)</td>
<td>Offset (V)</td>
</tr>
<tr>
<td>Mean</td>
<td>9.9358E-01</td>
<td>2.8556E-04</td>
</tr>
<tr>
<td>Std. Dev. (σ)</td>
<td>1.1712E-03</td>
<td>2.2930E-04</td>
</tr>
<tr>
<td>Max value</td>
<td>9.9458E-01</td>
<td>1.3240E-03</td>
</tr>
</tbody>
</table>

Table 7. CCII+ sizes for the best performance of each parameter

<table>
<thead>
<tr>
<th></th>
<th>Best Value</th>
<th>W1 (µm)</th>
<th>W2 (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage Mode</td>
<td>Gain (V/V)</td>
<td>0.994</td>
<td>247.26</td>
</tr>
<tr>
<td></td>
<td>Offset (V)</td>
<td>1.0450E-03</td>
<td>142.75</td>
</tr>
<tr>
<td></td>
<td>Band-Width (Hz)</td>
<td>1.14730E+08</td>
<td>58.969</td>
</tr>
<tr>
<td>Current Mode</td>
<td>Gain (</td>
<td>I/I</td>
<td>)</td>
</tr>
<tr>
<td></td>
<td>Offset (A)</td>
<td>1.2121E-11</td>
<td>22.515</td>
</tr>
<tr>
<td></td>
<td>Band-Width (Hz)</td>
<td>1.9377E+08</td>
<td>19.646</td>
</tr>
</tbody>
</table>

Table 8. CCII- sizes for the best performance of each parameter

<table>
<thead>
<tr>
<th></th>
<th>Best Value</th>
<th>W1 (µm)</th>
<th>W2 (µm)</th>
<th>W3 (µm)</th>
<th>W4 (µm)</th>
<th>W5 (µm)</th>
<th>W6 (µm)</th>
<th>W7 (µm)</th>
<th>W8 (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage Mode</td>
<td>Gain (V/V)</td>
<td>0.99341</td>
<td>258.94</td>
<td>71.218</td>
<td>186.09</td>
<td>118.99</td>
<td>68.549</td>
<td>180.51</td>
<td>78.501</td>
</tr>
<tr>
<td></td>
<td>Offset (V)</td>
<td>0</td>
<td>197.53</td>
<td>95.759</td>
<td>140.92</td>
<td>123.25</td>
<td>61.652</td>
<td>201.71</td>
<td>59.207</td>
</tr>
<tr>
<td></td>
<td>Band-Width (Hz)</td>
<td>1.1310E+08</td>
<td>105.52</td>
<td>94.629</td>
<td>123.79</td>
<td>124.4</td>
<td>61.227</td>
<td>193.66</td>
<td>66.462</td>
</tr>
<tr>
<td>Current Mode</td>
<td>Gain (</td>
<td>I/I</td>
<td>)</td>
<td>0.99646</td>
<td>128.07</td>
<td>158.61</td>
<td>1.3677</td>
<td>169.98</td>
<td>82.895</td>
</tr>
<tr>
<td></td>
<td>Offset (A)</td>
<td>1.5662E-09</td>
<td>117.57</td>
<td>248.87</td>
<td>27.004</td>
<td>151.81</td>
<td>66.106</td>
<td>206.03</td>
<td>75.153</td>
</tr>
<tr>
<td></td>
<td>Band-Width (Hz)</td>
<td>2.38990E+08</td>
<td>9.1229</td>
<td>194.62</td>
<td>26.676</td>
<td>86.317</td>
<td>32.589</td>
<td>219.16</td>
<td>64.553</td>
</tr>
</tbody>
</table>

CONCLUSION

A GA for the synthesis of analog circuits was described in the chapter. Further, two synthesized current conveyors CCII+ and CCII- were optimized by applying a proposed MO-PSO algorithm which has been implemented by combining MATLAB and HSPICE. This optimization algorithm was compared with NSGA-II, and from the optimization results, we conclude that the MO-PSO algorithm is able to find optimal sizes of analog circuits, since the performances of the CCII+ and CCII- have been improved compared to the already reported ones in the literature.
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ABSTRACT

This chapter presents the application of a comprehensive statistical analysis for both algorithmic performance comparison and optimal parameter estimation on a multi-objective digital signal processing problem. The problem of designing optimum digital finite impulse response (FIR) filters with the simultaneous approximation of the filter magnitude and phase is posed as a multi-objective optimization problem. Several computational-intelligence-based algorithms for solving this particular optimization problem are presented: genetic algorithms (GA), particle swarm optimization (PSO) and simulated annealing (SA) with multi-objective scalarization methods. Algorithms with Pareto sampling methods, namely non-dominated sorting genetic algorithm II (NSGA-II) and multi-objective simulated annealing (MOSA) are also applied as a way of dealing with multi-objective optimization. Instead of using a process of trial and error, a statistical exploratory analysis is used to estimate optimal parameters. A comprehensive statistical comparison of the applied algorithms is addressed, which indicates a particularly strong performance of NSGA-II and pure GA with weighting scalarization.

INTRODUCTION

This chapter addresses the application of several computational-intelligence-based algorithms for solving a nonlinear multi-objective digital signal processing problem. Also, this work develops multi-objective extensions to existing single-objective statistical exploratory analysis. The developed methodology is
primarily intended to obtain an estimate of best parameter values for the adaptive algorithms and also to effectively compare performance. In this regard, a binary quality indicator will be used for comparison of the Pareto front approximations obtained.

The rest of the chapter is organized as follows: in the next section, the digital signal processing problem is described – more specifically, it is a multi-objective optimization problem on digital filter design. Optimization theory to better analyze the problem at hand is subsequently discussed. Following which, the optimization algorithms that will be applied to the signal processing problem are addressed. After that, the statistical exploratory analysis and its extensions to the multi-objective case are developed. The results on the digital signal processing problem are then presented, and finally, the last section presents conclusions about the work.

DIGITAL FILTER DESIGN THEORY

Introduction

In a strict sense, the term frequency selective filter suggests a system that passes certain frequency component and totally rejects all others, but in a broader context, any system that modifies certain frequencies relative to others is also classified as a filter (Oppenheim & Schafer, 1999).

A digital filter can be uniquely characterized on the time-domain by its impulse response $h(n)$. Alternatively, a digital filter can also be uniquely characterized on the frequency domain by its frequency response $H(e^{j\omega})$, which is also the DTFT (Discrete-Time Fourier Transform) of the sequence $h(n)$ (Madisetti & Williams, 1999).

Digital filters can be classified into two main classes:

- FIR (Finite Impulse Response), also known as non-recursive filters.
- IIR (Infinite Impulse Response), also known as recursive filters.

For the FIR filters, $h(n)$ is nonzero for a finite number of samples while on the IIR filters, $h(n)$ has an infinite number of nonzero samples. Additionally, particularly for the FIR filters, $h(n)$ sequence samples are also known as the filter coefficients. For the IIR filters, the filter coefficients include feedback terms in the filter difference equation (Diniz, da Silva, & Lima, 2004).

Digital filter design has been extensively addressed within the last 25 years. The design and realization of digital filters involve a blend of theory, applications, and technologies (Madisetti & Williams, 1999). On most applications, the filter design specifications are given on the frequency domain by the filter desired frequency response $D(e^{j\omega})$. It is important to note that $D(e^{j\omega})$ is in general a complex-valued function. This work focuses on the simultaneous arbitrary approximation, in the optimum sense, of both the magnitude and the phase of the response.

Given that the frequency response of a digital filter is always periodic on the frequency variable $\omega$ with period equal to $2\pi$, the filter design specifications need only be defined on a period of the frequency variable, usually in the frequency region $[-\pi, \pi]$. Besides that, when the filter frequency response is conjugate symmetric $D^*(\omega) = D\left(e^{-j\omega}\right)$, it suffices to specify the frequency response on positive frequencies $[0,2\pi]$ (Madisetti & Williams, 1999). This symmetric-conjugate condition on the filter frequency
response is the most usual situation, given that it generates filters with real coefficients. This chapter will investigate the design of real coefficient filters only.

The simplest digital filter magnitude specification is given by the ideal low-pass, high-pass, band-pass and band-stop responses. As an example, the low-pass ideal filter magnitude response is given by:

\[
|H(e^{j\omega})| = \begin{cases} 
1, & \text{for } \omega \leq \omega_c \\
0, & \text{for } \omega_c \leq \omega \leq \pi 
\end{cases}
\]  

(1)

In addition to the four basic ideal filters above, other common ideal filters found in the digital signal processing literature include the differentiators and the Hilbert transform filters.

The ideal digital filters discussed above include discontinuities on the magnitude of the frequency response, and for this reason cannot be directly implemented. They must be approximated by a physically feasible system, i.e., the discontinuity on the cut-off frequency \(\omega_c\) for the low-pass ideal filter should be replaced by a transition band over which the filter magnitude changes smoothly from the pass band \(\omega \leq \omega_c\) to the reject band \(\omega \geq \omega_c\).

In general, the design of digital filters is composed of the following stages:

- Specification of the desired frequency response.
- Approximation of the specifications by means of a discrete-time causal system.
- Realization of the system

This chapter focuses on the approximation of the filter specification only.

Traditionally, most digital filters designed for practical applications are specified in terms of restrictions on the magnitude of the frequency response, although no restrictions on the phase of the filter frequency response are posed besides those implicitly required by stability and/or causality (Madisetti & Williams, 1999). As an example, the linear phase of the frequency response is generally imposed for FIR filters (constant phase slope) by the following relation:

\[
\Theta(\omega) = -M\omega
\]  

(2)

where \(\Theta(\omega)\) denotes the phase of the frequency response \(\angle D(e^{j\omega})\) and the parameter \(M\) equals the filter’s desired delay.

However, for some specialized applications, it is necessary to meet both magnitude and phase specifications, giving rise to different design approaches than those commonly used, i.e., the window design technique, the Parks-McClellan optimization approach, etc. In these specialized applications, the phase of the frequency response is generally specified in terms of the filter group delay \(\tau(\omega)\) by the following relation:

\[
\tau(\omega) = -\frac{d\Theta(\omega)}{d\omega}
\]  

(3)
In equation (4), the filter group delay is defined as the negative derivative of the phase of the frequency response. Also, the group delay $\tau(\omega)$ gives the filter delay, in samples, added by a system on a sine wave with frequency $\omega$ (Diniz, da Silva, & Lima, 2004).

**Nonlinear-Phase FIR Filter Design**

One common design principle for FIR filters is that the phase of the filter frequency response is linear. Although this characteristic is desired in most situations, in some specialized applications this can be more restrictive than desirable. The following scenarios motivate the use of nonlinear phase FIR filters (Madisetti & Williams, 1999):

- For some applications, phase linearity is necessary only on some predefined frequency bands. In this case, it is desirable to sacrifice exact linear phase in exchange for reduction or control of the filter delay.
- For some applications, the filter frequency response $H(e^{j\omega})$ should approximate a desired nonlinear frequency response $D(e^{j\omega})$. Examples include equalizer design.

In this work, we focus on low group delay on the pass bands. As a comparison, for the FIR linear phase filters, the group delay introduced is constant and independent of the frequency of the entire band, but it can still be quite large. In practice, a variable group delay in stop bands is of little concern, and by allowing the phase response to be nonlinear in stop bands, FIR filters can be designed with constant group delay with respect to the pass bands. This significantly reduces the constant group delay relative to that achieved with filters that have a constant group delay throughout the entire frequency band (Antoniou & Lu, 2007).

IIR filters can meet the specification of linear phase and constant group delay on the pass bands combined with nonlinear phase on the reject bands. As is widely known in the digital signal processing literature, IIR filters offer better frequency selectivity, smaller computational complexity and smaller system delay compared to FIR filters of the same size (Antoniou & Lu, 2007). However, a main disadvantage of IIR filter design is that an exact linear phase can only be approximately achieved and the design must explicitly deal with the stability problem unlike the FIR design where a filter is always stable (Antoniou & Lu, 2007).

The stability problem can be handled in several ways. A popular approach is to impose stability constraints that establish a class of stable IIR filters from which the best solution for the design problem can be obtained. Obviously, this leads to a constrained optimization formulation for the design. However, technical difficulties can often occur if we attempt to implement a stability constraint that is explicitly related to the design variables. Linear stability constraints that depend on the design variables were also proposed. It should be mentioned, however, that constraints of this class are sufficient conditions for stability and are often too restrictive to permit a satisfactory design (Antoniou & Lu, 2007).

**Classical Approximation Problem**

The problem of designing nonlinear phase digital filters may be regarded as a classical approximation problem (Deczky, 1972). In general terms the problem may be stated as:
“Let \( f(x) \) be a given real-valued function defined on a set \( X \), and \( F(A, x) \) be a real-valued approximation function depending continuously on \( x \in X \) and on \( N \) parameters \( A \). Given a distance function \( \rho \), determine the \( N \) parameters \( A^* \in P \) such that:” (Deczky, 1972, pp.1)

\[
\rho \left[ F(A^*, x), f(x) \right] \leq \rho \left[ F(A, x), f(x) \right],
\]

for all \( A \in P \). \hspace{1cm} (4)

To apply this general approximation problem to the nonlinear phase FIR filter design problem, let the filter transfer function \( H(z) \) be a function of \( N \) parameters (e.g., the filter coefficients) ordered in a vector \( A \). The independent variable \( x \) is converted to the digital frequency \( \omega \) and the set \( X \) is \( (\omega: 0 \leq \omega \leq \pi) \).

Also, the frequency response of the filter, including the magnitude and group delay, may be expressed as a real-valued function of \( A \) and \( \omega \), \( F(A, \omega) \), while the desired frequency response becomes \( f(\omega) \).

Given the approximation problem, an important aspect of the optimization relates to the distance function. In this work, the distance function used is the \( L_p \) norm, as this function has been extensively studied, and its properties are well known (Deczky, 1972):

\[
\| L(A) \|_p = \left( \int_0^\pi W(\omega) \left| F(A, \omega) - f(\omega) \right|^p d\omega \right)^{\frac{1}{p}} \hspace{1cm} (5)
\]

Common error criteria such as the minimum square and the minimax error are special cases of the distance function in equation (5).

Transfer Function and Frequency Response Forms

The FIR filter transfer function, in this work, is defined in the pole-zero-gain form as:

\[
H(z) = k_0 \prod_{i=1}^{n} z - z_{zi}
\]

where \( z_{zi} \) are the transfer function zeros, in real or complex conjugate form and \( k_0 \) is a constant gain.

The parameter vector \( A \) is defined as the transfer function zeros in polar coordinates:

\[
A = \left[ \phi_{z1}, r_{z1}, \phi_{z2}, r_{z2}, \ldots, \phi_{zN}, r_{zN}, p_N \right]
\]

with a total of \( N = n + 1 \) parameters. The transfer function zeros in polar coordinates are defined as:

\[
z_{zi} = r_{zi} \exp^{j\phi_{zi}} \hspace{1cm} (8)
\]

The filter frequency response \( F(A, \omega) \) is expressed as the magnitude attenuation \( \eta(\omega) \) in dB and the group delay \( \tau(\omega) \) in samples:
\[ \eta(\omega) = -20 \log_{10} \left| H\left(\exp^{j\omega}\right) \right| \text{dB} \]

\[ \tau(\omega) = -\frac{d}{d\omega} \left( \angle H\left(\exp^{j\omega}\right) \right) \]  

(9)

As such, given the FIR filter transfer function in pole-zero-gain form, the filter magnitude attenuation is given by (Deczky, 1974):

\[ \eta(A, \omega) = -\sum_{i=1}^{n} 10 \log_{10} \left( 1 - 2r_{zi} \cos(\omega - \phi_{zi}) + r_{zi}^2 \right) - p_N \]

(10)

And the group delay by (Deczky, 1974):

\[ \tau(A, \omega) = -\sum_{i=1}^{n} \frac{1 - r_{zi} \cos(\omega - \phi_{zi})}{1 - 2r_{zi} \cos(\omega - \phi_{zi}) + r_{zi}^2} - p_N \]

(11)

where \( p_N = \log_{10} k_0 \) for the filter attenuation and \( p_N = \tau_0 \) for the group delay.

**Objective Function for Optimization**

For the simultaneous approximation of the magnitude and group delay of the filter, the weighted L_p norm in equation (5) is simplified for discrete approximation:

\[ L_{2p,2q}^{\eta,\tau}(A) = \delta \sum_{i=1}^{I} W_\eta(\omega_i) \left( \eta(A, \omega_i) - \eta_d(\omega_i) \right)^{2p} + (1 - \delta) \sum_{i=1}^{J} W_\tau(\omega_i) \left( \tau(A, \omega_i) - \tau_d(\omega_i) \right)^{2q} \]

(12)

where \( W_\eta \) is the filter magnitude discrete weighting function, \( \eta \) is the designed filter discrete magnitude response, \( \eta_d \) is the desired discrete magnitude response, \( W_\tau \) is the filter discrete group delay weighting function, \( \tau \) is the designed filter discrete group delay and \( \tau_d \) is the desired discrete group delay.

All functions are specified over the discrete digital frequencies \( (\omega: 0 \leq \omega \leq \pi) \).

It is worth noting that the function in equation (12) is also called an objective function \( f \) in the optimization literature, given that the filter design’s main goal is to attain a minimum functional value of equation (12), consequently leading to a better approximation of the filter design specifications.

**OPTIMIZATION THEORY APPLIED TO THE NONLINEAR PHASE FIR DESIGN PROBLEM**

**Introduction**

Optimization can be defined as the science of obtaining the best solutions for certain mathematically well-defined problem. Optimization theory involves the study of optimum criteria for problems, algorithmic
methods for its solution, the study of the structure of these methods and computational experimentation on real problems (Fletcher, 1980).

One measure of the complexity of the optimization problem relates to the mathematical function that expresses the problem and the constraints imposed on the variables. Basically, two classes can be distinguished in this subject: linear and nonlinear optimization.

First, in linear optimization, both the objective function and the constraints are linear functions of the problem variable. When the objective function and at least one of the constraints are nonlinear functions of the problem variable, then the problem is regarded as a nonlinear optimization problem. In this problem class, an important concept is that of convexity. The term convex can be applied both for sets and the functions (Nocedal & Wright 2006).

It can be said that a function \( f \) is convex if its domain \( S \) is a convex set and for any two points \( x \) and \( y \) in \( S \), the following relation is satisfied (Nocedal & Wright 2006):

\[
f(\alpha x + (1 - \alpha) y) \leq \alpha f(x) + (1 - \alpha) f(y) \quad \text{for all } \alpha \in [0,1]
\]  

(13)

The concept of convexity for a function has direct connection with the problem resolution complexity. An important result of the optimization theory is that if both the objective and the constraint functions are convex, then any local solution is also a global solution (Nocedal & Wright 2006).

In general, nonlinear functions do not have the convexity property of equation (13). This observation significantly increases the optimization complexity, since for nonlinear functions with many local minima it is hard to find a global minimum. Generally, optimization algorithms tend to be trapped at local minima (Nocedal & Wright 2006).

It is worth noting that there exists no mathematical proof, for all algorithms that will be discussed in the section on optimization algorithms, of obtaining global solutions for the nonlinear objective functions with many local minima. However, when comparing the solutions obtained by the gradient-based optimization algorithms with those of the algorithms based on computational intelligence theory, much of the literature has shown better performance for the latter, especially for nonlinear optimization problems with many local minima (Engelbrecht, 2007).

**Optimization Problem Definition**

According to Bonnans, Gilbert, Lemaréchal, & Sagastizábal (2006), the optimization problem can be defined as:

For a given set \( X \) and a function \( f: X \rightarrow \mathbb{R} \), also called the objective function, find a point \( x^* \in X \) in which, for all \( x \in X \), the relation \( f(x) \geq f(x^*) \) is valid. The variable \( x \) is generally called the decision or control variable. Given this statement, the optimization problem is given by the following relation:

\[
\begin{align*}
\min f(x) & \quad x \in \mathbb{R}^n \\
\text{subject to} & \\
c_j(x) \geq 0 & \quad j \in I \\
c_j(x) = 0 & \quad j \in E
\end{align*}
\]  

(14)
where, for the optimization problem in equation (14), the control variable is defined in the \( n \)-dimensional Euclidian space \( x \in \mathbb{R}^n \), \( c_j : \mathbb{R}^n \otimes \mathbb{R} \) denotes the constraint functions and \( I \) and \( E \) are two disjoint integer sets that represent the inequality and equality constraints function indices respectively.

**Optimization Problem Categories**

From the optimization problem definition in equation (14), four major problem classes can be derived. The first two classes relate to the constraints imposed on the control variable \( x \). In this chapter, only the unconstrained optimization problem will be analyzed.

The last two important classes of optimization problems relate to the number of objective functions simultaneously minimized during the optimization. The problem shown in equation (14) defines only one objective function \( f \). For this reason, it is also regarded as a single optimization problem. However, real problems generally involve decision making, choices and trade-offs between several conflicting objectives. All these objectives should then be considered simultaneously, and optimally (Miettinen, 1999). These problems are also regarded as multi-objective optimization problems. Unlike the single-objective problems, a unique optimal solution that simultaneously minimizes all objective functions does not necessarily exist. In this chapter, only the multi-objective optimization problem will be addressed and as such, the nonlinear phase FIR filter design problem defined in the previous section will also be formulated as a multi-objective problem later in this section.

**Multi-Objective Problems**

**Problem Definition**

The multi-objective problem can be defined as (Miettinen, 1999):

\[
\min \left\{ f_1(x), f_2(x), \ldots, f_k(x) \right\} \\
\text{subject to} \\
x \in S
\]  

where the number of objective function is \( k \geq 2 \) with \( f_i : \mathbb{R}^n \rightarrow \mathbb{R}, \ i = 1, \ldots, k \). The objective function vector is defined as \( \mathbf{f}(x) = [f_1(x), f_2(x), \ldots, f_k(x)]^T \) belonging to the feasible region \( S \), which is a subset of the decision variable space \( \mathbb{R}^n \).

**Optimal Solutions Characterization: The Pareto Optimal Front**

It is generally not possible to find a unique problem solution for equation (15) that minimizes all objective functions simultaneously. However, some objective function vectors \( \mathbf{f}(x) \) can be selected for inspection. These vectors are those whose components \( f_j(x) \) cannot be made better without the deterioration of at least one other component. This solution is generally called Pareto optimal, a term developed by the French-Italian engineer-economist Vilfredo Pareto (Miettinen, 1999). The formal definition for the Pareto optimal concept, according to Miettinen (1999), is:
An objective vector \( f^* \in F \) is Pareto optimal if no other decision vector exists \( f \in F \) for which:

\[
\begin{align*}
&f_i \leq f_i^* \quad \text{for all } i = 1, \ldots, k, \\
&f_j < f_j^* \quad \text{for at least one index } j
\end{align*}
\]  

(16)

In the formal Pareto definition in equation (16), \( f^* \) is Pareto optimal if the corresponding decision vector \( x^* \) is also Pareto optimal.

Another equivalent name for the Pareto optimal front is non-dominance set. The decision vectors \( x^* \) included in the Pareto optimal set are also called non-dominated vectors (Ehrgott & Gandibleaux, 2002).

The Pareto optimal concept in equation (16) was actually defined on a global context. As already outlined for the single-objective optimization problem, finding an optimal problem solution is a hard task. The same statement is also true for finding a Pareto optimal global set, especially if this set is non-convex.

Mathematically, each Pareto optimal point is an equally acceptable solution to the multi-objective optimization problem. However, a unique point is generally desired as solution, and its choice usually requires information not explicitly found in the objective functions (Miettinen, 1999). Generally, a decision maker, supposed to have a better knowledge of the problem, and better insight on trade-off relations between different solutions, is responsible for selecting the problem’s final solution (Miettinen, 1999) from the ones in the Pareto front.

**Generation Methods for Pareto Optimal Fronts**

Several methods have been developed in the literature to generate the Pareto optimal front on the multi-objective optimization problem in equation (15). One of the strategies used in this chapter consists of transforming the multi-objective problem to an equivalent single-objective problem through its scaling. Another strategy consists of Pareto sampling methods like the NSGA-II and MOSA. In the next section, several single-objective algorithms, including the Quasi-Newton algorithm, the Genetic Algorithm, Simulated Annealing and the Particle Swarm Optimization algorithms will be applied to the multi-objective digital filter design optimization problem. This application is possible since the multi-objective problem will be scaled through the weighting method discussed below.

Among the several existing strategies for scaling the multi-objective optimization problem in equation (15), the weighting method (Chankong & Haimes, 1983) is worth mentioning:

Make \( W = \left\{ w \mid w \in \mathbb{R}^n, w_j \geq 0, \sum_{j=1}^n w_j = 1 \right\} \) a nonnegative weight set. The weighting method must solve the following single-objective problem \( P(w) \) for some weight vector \( w \in W \):

\[
P(w) = \min_{x \in S} \sum_{j=1}^n w_j f_j(x)
\]  

(17)
In general, even though the weighting method is the most straightforward strategy for scaling the multi-objective optimization problem, it is not always successful in generating the entire Pareto optimal front for the non-convex situation (Li, 1996).

In this chapter, only the weighting scalarization method will be used in conjunction with the single-objective optimization algorithms of the next section. Even though the authors are aware that this method is not able to generate the entire Pareto optimal front on non-convex cases, it is worth using it as a means of comparison with newer methods based on Pareto sampling, i.e., NSGA-II and MOSA.

**Analysis of the Nonlinear FIR Filter Design Problem**

The original formulation of the classical approximation problem applied to the design of nonlinear FIR filters, where the $L_p$ norm is used as the approximation distance metric between the desired magnitude and group delay responses, was pioneered by Deczy (1972). This chapter follows this design approach for implementing the single-objective optimization algorithms in the minimization of the approximation distance in the $L_p$ norm.

Even though there is no mention in Deczy (1972) of the multi-objective nature of the digital filter design problem, it is straightforward to show that the filter magnitude and group delay simultaneous approximation in equation (12) has similar functional form to the weighting scalarization method. For this, let $W = \{ w \in \mathbb{R}^n, w_j \geq 0, \sum_{j=1}^{n} w_j = 1 \}$ be a non-negative weight set. The weighting method must solve the single-objective problem $P(w)$ defined in equation (17).

On the multi-objective problem formulation, there are two distinct functions for minimization: first, the filter magnitude attenuation approximation distance:

$$f_1(x) = \left( \int_0^\pi W_i(\omega) \left| \eta_i(A, \omega) - \eta_{ij}(\omega) \right|^p d\omega \right)^{1/p}$$  \hspace{1cm} (18)

and second, the filter group delay approximation distance:

$$f_2(x) = \left( \int_0^\pi W_i(\omega) \left| \tau_i(A, \omega) - \tau_{ij}(\omega) \right|^p d\omega \right)^{1/p}$$  \hspace{1cm} (19)

where the decision variable $x$ in equation (18) and equation (19) represents the transfer function zeros vector $A$ on polar coordinates.

Given the two distinct objective functions, the multi-objective problem formulation is given by:

$$\min \left\{ f_1(x), f_2(x) \right\}$$

subject to

$$x \in S$$  \hspace{1cm} (20)
A direct consequence of the multi-objective formulation in equation (20) is that it is not possible to obtain a unique problem solution. Instead, we can obtain the Pareto-optimal front, the decision vector set $\mathbf{x}^*$ for which equation (16) holds.

Additionally, it is important to note that given the nonlinear objective function’s form in equation (18) and equation (19), one can only guarantee a local Pareto optimal front. Unfortunately, there is no theory available at the moment to predict the characteristics of the Pareto-optimal filters, in terms of the pole patterns or magnitude and group-delay behaviors (Cortelazzo & Lightner, 1984).

Given the local Pareto-optimal front of the multi-objective problem in equation (20), it is the decision maker’s (filter designer’s) task to choose one solution from the Pareto front that meets the specifications. This choice is based on the decision-maker’s knowledge of the existing Pareto front solution’s trade-offs.

A number of algorithms in the literature have been used to solve the multi-objective optimization problem in equation (20). The first solution was reported by Deczky (1972). In this work, a Quasi-Newton algorithm was used to solve the simultaneous approximation of the magnitude and group delay of an Infinite Impulse Response (IIR) filter design problem.

In Cortelazzo & Lightner (1984), the problem in equation (20) was solved using the weighting method with a Sequential Quadratic Programming (SQP) algorithm. Following that work, in Calvagno, Cortelazzo, & Mian (1995), the same weighting method was used in conjunction with a differential correction algorithm. With this algorithm, a better performance was obtained compared to the results of Cortelazzo & Lightner (1984).

Ahmad & Antoniou (2007) used a different approach. Specifically, Pareto sampling methods were used to solve the multi-objective optimization problem with an Elitist Non-dominated Sorting Genetic Algorithm (ENSGA). In Teixeira & Romariz (2007), the multi-objective problem in equation (20) was solved with the weighting method in conjunction with three computational-intelligence-based algorithms: genetic algorithms, simulated annealing and particle swarm optimization. Performance comparisons were made and the particle swarm optimizer was reported as the algorithm with the best quality solutions attained.

A fundamental question on using black-box algorithms such as evolutionary algorithms, particle swarm optimization and simulated annealing on these applications concerns parameter selection. Examples include population size, mutation and crossover rates, elite group size, acceleration constants, step sizes, and so on. Values for these parameters are most commonly set through a process of trial and error, or based on recommendations from related problems in the literature, rather than through statistically sound analysis of their effects on the algorithm’s performance (Czarn, MacNish, Vijayan, Turlach, & Gupta, 2004). Given that, in Teixeira & Romariz (2008), a statistical exploratory analysis for the computational-intelligence-based algorithms was made. With this approach, optimal algorithm parameters were obtained for solving the multi-objective problem in equation (20). Performance comparisons between the algorithms were made once more and the particle swarm optimizer was again the best performer.

Given these results in the literature, an important question is how to effectively compare these algorithms. The notion of performance includes both the quality of the outcome as well as the computational resources needed to generate this outcome. Concerning the latter aspect, it is common practice to monitor either the number of fitness evaluations or the overall run-time on a particular computer. In this sense, there is no difference between single and multi-objective optimization. As to the quality aspect, however, there is a difference. In single-objective optimization, we can define quality by means of the objective
function: the smaller the value, the better the solution. If we compare two solutions in the presence of multiple optimization criteria, the concept of Pareto dominance can be used.

The problem of effectively comparing the algorithms’ performance on multi-objective optimization problems is addressed by Zitler et al. (2003) through the use of binary quality measures. With this mathematical framework, correct and fair comparisons between the algorithms are made possible.

In the section on statistical exploratory analysis that will be presented later in this chapter, multi-objective extensions of the original statistical exploratory analysis in Czarn et al. (2004) will be made, allowing the generation of statistical experiments with the purpose of firstly, estimating the optimal parameter values for the black-box algorithms, and secondly, effectively comparing the different optimization algorithms through the use of the binary quality measures.

OPTIMIZATION ALGORITHMS

Gradient-Based Algorithms

In their general form, gradient-based optimization algorithms have the following structure in the \( k^{th} \) iteration (Fletcher, 1980):

- Determine the direction of search \( s^{(k)} \).
- Find \( \lambda^{(k)} \) to minimize \( (x^{(k)} + \lambda s^{(k)}) \) with respect to \( \lambda \).
- Set \( x^{(k+1)} = x^{(k)} + \lambda^{(k)} s^{(k)} \).

In this form, an initial estimate point \( x^{(1)} \) in the hyperspace is required. Different gradient-based optimization algorithms correspond to different ways of choosing \( s^{(k)} \) in each iteration.

In Newton-like methods, each new direction of search is generated with information of the Hessian matrix \( G = \nabla^2 f(x) \) and the gradient vector \( g = \nabla f(x) \) by the following relation:

\[
s^{(k)} = - \left( G^{(k)} \right)^{-1} g^{(k)}\]

The main disadvantage of Newton-like methods is that the implementer must supply a formula from which the second derivative matrix \( G \) can be evaluated (Fletcher, 1980). This disadvantage is especially true for the filter \( L_p \) norm in equation (12), as it is already quite complicated to express the first order partial derivatives in closed form.

Quasi-Newton Algorithm

The above disadvantage is avoided with a class of optimization algorithms known as Quasi-Newton methods, which have the following basic structure:

- Set \( s^{(k)} = - H^{(k)} g^{(k)} \).
- Line search along \( s^{(k)} \) giving \( x^{(k+1)} = x^{(k)} + \lambda^{(k)} s^{(k)} \).
- Update \( H^{(k)} \) giving \( H^{(k+1)} \).
The most commonly used updating formula for $H^{(k)}$ which, in general, yields the best results (Nocedal & Wright, 2006) is known as the Broyden-Fletcher-Goldfarb-Shanno - BFGS formula given by:

$$H^{(k+1)} = H + \left( 1 + \frac{\gamma^T H \gamma}{\delta^T \gamma} \right) \delta \delta^T - \left( \frac{\delta \gamma}{\delta^T \gamma} \right) \frac{\delta T H + H \delta T}{\delta^T \gamma}$$

(22)

where $\delta^{(k)} = x^{(k+1)} - x^{(k)}$ and $\gamma^{(k)} = g^{(k+1)} - g^{(k)}$.

With the Quasi-Newton approach, only first order partial derivatives are needed. The quantity $\lambda^{(k)}$ in the general structure of the gradient-based optimization algorithms defined above is calculated by a class of algorithms known as line-search methods, as they solve a one-dimensional function minimization problem at each iteration of the optimization algorithm. Typical line search algorithms try out a sequence of candidate values for $\lambda$, accepting one of those values when certain conditions are satisfied. The line search is done in two stages: a bracketing phase finds an interval containing desirable step lengths, and a bisection or interpolation phase computes a good step length within this interval (Nocedal & Wright, 2006). Sophisticated line search algorithms can be quite complicated. The implementation of the line search algorithm in this chapter was based on the algorithm developed by Dennis & Schnabel (1983).

**Computational-Intelligence-Based Single-Objective Algorithms**

**Genetic Algorithm**

Difficult search problems such as the nonlinear function minimization in equation (12) can often benefit from an effective use of parallelism, in which many different possibilities are explored simultaneously. Biological evolution is an appealing source of inspiration for addressing these problems. Evolution is, in effect, a method of searching among an enormous number of possibilities for solutions (Melanie, 1999).

Based on the features described above, the genetic algorithm can be basically described as follows:

- **Population**: The population of the genetic algorithm consists of a given number of individuals representing one possible optimum FIR filter. Each individual chromosome is represented by the coefficients set in equation (7), with real-valued encoding for the magnitude and phase of the filter zeros in polar coordinates.

- **Fitness Function**: At each new generation of the genetic algorithm, the offspring are created based on the fitness function. For the optimum FIR filter design, the filter design error is already defined in equation (12). As the objective of the optimization is the minimization of equation (12), the fitness, function of the chromosome (FIR filter coefficients), is defined as:

$$f(x) = \frac{1}{1 + L_{2p,2q}^{b,r}}$$

(23)

- **Selection**: Based on the fitness function, each individual is selected using a roulette-wheel selection method, meaning that the probability of being selected for the next generation is proportional
to the individual’s fitness. In addition, the algorithm uses elitism in selection, meaning that a pre-defined number of best individuals are always selected for the next population.

- **Crossover**: The crossover genetic operation is defined for the current implementation as follows: a single crossover position is chosen at random and the genes (filter zeros) of two parents, after the crossover position, are exchanged to form two offspring.
- **Mutation**: With a predefined probability, a real Gaussian random number is added to each gene, (magnitude and phase of the filter zeros $z_i$).

Following the statistical methodology that will be developed in the next section, the implementation of the genetic algorithm is deliberately simple. In this regard, parameters such as the population size were not varied but fixed at the values shown below. The only parameters statistically analyzed and optimized were the crossover and the mutation rates.

The details of implementation for the genetic algorithm are given below:

- **Population size**: 40 individuals.
- **Stopping criteria**: Stall generations. The algorithm stops if there is no improvement in the best fitness value for 50 generations.

### Simulated Annealing Algorithm

The development of the simulated annealing algorithm was motivated by studies in statistical mechanics that deal with the equilibrium of a large number of atoms in solids and liquids at a given temperature. In order to reach a more stable, globally minimum energy state, a process analogous to annealing, applied in metallurgy, is used: the exploration of the solution space is, at first, highly random (a high “temperature”) and then becomes increasingly more deterministic, thus increasing the probability of finding a better local minima (Haftka & Gürdal, 1992).

One important topic about the simulated annealing optimization deals with the cooling schedule of the algorithm. In the current implementation, the Boltzmann annealing (Ingber, 1989) is used. This cooling schedule represents how the system’s temperature is decreased, when new energy states are generated, and when these new energy states are accepted or rejected during optimization.

The only parameter in the implementation of simulated annealing that needed adjustment is the system initial temperature. In this regard, the statistical exploratory analysis experiment described in the next section, developed to generate an estimation of the black-box algorithms’ best parameter values, was not implemented for this algorithm. For a fair performance comparison with the other optimization algorithms, the system’s initial temperature was given a high value and an extended annealing time was allowed. More specifically, the optimization was halted only when the current atom’s energy state had not changed its temperature for 50 consecutively iterations.

The implementation details of simulated annealing are given below:

- The probability density function of the atom states $g(z_i)$ - the filter zeros’ $(z_i)$ deviation in equation (6) is defined as:
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\[ g(z_n) = (2\pi t)^{-\frac{N-1}{2}} e^{-\frac{\Delta z_i^2}{2T}} \] (24)

where \( \Delta z_i = z_i^{(j+1)} - z_i^{(j)} \) is the deviation from state (filter) \( j \) to \( j+1 \), and \( T \) is a measure of the fluctuations of the Boltzmann distribution \( g \) in the \( N \) dimension of the filter zeros.

- The probability density for acceptance of a new cost-function (energy state) given the previous value - this cost function, in the filter design problem, is defined by the filter error function of equation (12). The probability density function is defined as:

\[ f(z_n) = \frac{1}{1 + e^{\frac{\Delta E}{T}}} \] (25)

where \( \Delta E \) represents the energy difference between the present and the previous values of the cost-function, \( \Delta E = E_{(k+1)} - E_k \).

- The annealing schedule of the temperature \( T \) in annealing-time steps \( k \), \( T(k) \), is defined as:

\[ T(k) = \frac{T_0}{\ln k} \] (26)

Particle Swarm Optimization Algorithm

A swarm can be described as a population of interacting elements that is able to optimize some global objective through collaborative search of a space. Interactions that are relatively local (topologically) are often emphasized. There is a general stochastic (or chaotic) tendency in a swarm of individuals to move toward a center of mass in the population on critical dimensions, resulting in the convergence to an optimum (Kennedy, Eberhart, & Shi, 2001).

Given this, the technique called Particle Swarm Optimization, which has its roots in artificial life and social psychology as well as engineering and computer science, defines population members, called particles, whose positions in solution space are changed according to a dynamic system. When the population is initialized, in addition to the variables being given random values, they are stochastically accelerated toward a neighborhood best position (the position of highest fitness for any particle in its neighborhood) (Kennedy, Eberhart, & Shi, 2001).

The particle swarm optimization operation can be described by the following set of operations:

- Loop
  - For \( i = 1 \) to number of individuals
  - If \( G(x_i) > G(p_i) \) then do
    - \( p_{it} = x_{it} \)
  - End do
  - \( g = i \)
- For $j =$ indexes of neighbors
- If $G(p_j) > G(p_g)$ then $g = j$
- Next $j$

$v_{id}(t) = v_{id}(t-1) + \varphi_1(p_{id} - x_{id}(t-1)) + \varphi_2(p_{gd} - x_{id}(t-1))$
$v_{id} \in (-V_{max}, V_{max})$
$x_{id}(t) = x_{id}(t-1) + v_{id}(t)$
- Next $i$
- Until termination criterion.

- Individual (or particle) in the particle swarm optimization is represented by the coefficients set in equation (7), with real-valued encoding for the magnitude and phase of the filter zeros in polar coordinates,
- The particle’s neighborhood is defined by the particles to its left and right in a ring topology,
- $x_i$ is the current particle (FIR filter) of the loop,
- $p_i$ is the $x_i$ particle with best fitness value (filter with less error),
- $p_g$ is the $x_i$ neighborhood particle with best fitness value (filter with less error),
- $G(x_i) = \frac{1}{1 + L_{2p,q}^{i,t}}$ is a modified filter inverse error, or in the particle swarm optimization nomenclature, the particle’s fitness value,
- The dimension subscript $d$ is represented by the filter length, the number of coefficients of the FIR filter,
- $v_{i}$ is the particle’s velocity term,
- $\varphi_1, \varphi_2$ are random numbers drawn from a uniform distribution with predefined up and down limits,
- $V_{max}$ is a limiting term to prevent explosion in the particle movement through the hyperspace, keeping the velocity term convergent.

The implementation of the particle swarm optimization, following the implementation approach in the genetic algorithm, was also deliberately simple. Again, parameters such as the population size were not varied but fixed at the values shown below. The only parameters statistically analyzed were the control parameter $\phi$ and the inertia weight $\alpha$.

The details of implementation for the particle swarm optimization are given below:

- Population size: 40 particles.
- Control parameter $\phi$: Determines the type of trajectory the particle travels. If $\phi \approx 0$ then the particle’s trajectory simply increases linearly. As $\phi$ increases, the particle’s trajectory has a tendency to an increased oscillatory behavior. Generally $\phi = \phi_1 + \phi_2$ and $\phi_1 = \phi_2 \approx 2$.
- Inertia weight $\alpha$: In the classical particle swarm optimization, generally, particle’s position oscillations have a tendency to grow unbounded. One approach to control the oscillations is to use the inertia weight in the particle’s velocity. Usually (Kennedy, Eberhart, & Shi, 2001), $\alpha$ is chosen in the range $0 \leq \alpha \leq 1$. 
Stopping criteria: Stall generations. The algorithm stops if there is no improvement in the best particle fitness value for 50 generations.

**STATISTICAL EXPLORATORY ANALYSIS OF OPTIMIZATION ALGORITHMS**

**Introduction**

This section aims at developing a comprehensive methodology for both the estimation of optimal parameter values for black-box algorithms and effective performance comparison. The first methodology feature, optimal parameter value estimation, will be addressed by a statistical exploratory analysis, originally developed by Czarn et al. (2004).

There is an issue regarding whether this technique is applicable to multi-objective optimization problems, given that in Czarn et al. (2004), single-objective quality indicators are used for performance comparison between the black-box algorithms runs. With regards to the quality, it can be said that in single-objective optimization, we can define quality by means of the objective function: the smaller the value, the better the solution. If we compare two solutions in the presence of multiple optimization criteria, the possibility of two solutions being incomparable, i.e., neither dominates the other, complicates the situation (Zitzler, Laumanns, Fonseca, & da Fonseca, 2003).

To address this issue, latter in this section, the binary \( \epsilon \)-indicator originally developed by Zitzler et al. (2003) will be the chosen method to effectively compare different multi-objective algorithm runs, for reasons explained latter in this section.

As a final remark, multi-objective extensions of the original statistical exploratory analysis developed in Czarn, MacNish, Vijayan, Turlach, & Gupta (2004) will be addressed later in this section, setting up the statistical experiments to effectively estimate black-box optimal parameter values, and to compare performance. The results of these statistical experiments will be presented in the next section.

**Single-Objective Statistical Exploratory Analysis**

Currently, there is no generally accepted methodology for analyzing the relationship between parameters and the performance of the computational-intelligence-based optimization algorithms. For this reason, statistical analysis methods have been used in the literature to address this issue. One of the main drawbacks of the early statistical methods is that the general results of different methods have varied significantly. The main reasons for these remarkable result variations between different methods are the lack of the following desirable features (Czarn, MacNish, Vijayan, Turlach, & Gupta, 2004):

1. Blocking of seeds as a source of variation: Blocking of seeds by grouping experimental units into homogenous blocks, so that each run of the black-box algorithm for differing parameter values occurs with the same seeds, thus limiting the variation of the parameters within the blocks.
2. Calculation of power and sample sizes: Without calculating the power of the number of samples, it is not clear whether the statistical method has adequate power and, thus, sample size to detect noteworthy differences.
3. Detailed response curve analysis: It is important to undertake a detailed response curve analysis as it allows one to study the behavior of the parameter over the range of values that were used.
In order to identify the most appropriate type of experimental design and statistical test, the statistical exploratory analysis developed in Czarn et al. (2004) addressed five main features.

The first feature is blocking for variation or noise due to the seed. In such a design, every combination of parameter values appears the same number of times in the same block and the blocks are defined through seeds. For example, if there are $i$ values for parameter A and $j$ values for parameter B, then each block contains all $ij$ combinations (Czarn, MacNish, Vijayan, Turlach, & Gupta, 2004). An increase in the sample size is handled by replicating the blocks identically except for the seeds.

The second feature is the choice of an appropriate statistical test. Czarn et al. mainly use the Analysis of Variance (ANOVA) to compare performances for two or more parameters using a randomized complete block design.

The third feature is a statistical test for individual parameters and their interactions. First, ANOVA supports the testing of the significance of individual parameters to be statistically demonstrated. Second, it supports the testing of the interaction between the parameters.

The fourth feature is a response curve analysis. Once a parameter is demonstrated to be statistically significant in ANOVA, the effect of the parameter may be modeled through an appropriate polynomial. Once the shape of the response curve is established, polynomial regression can be carried out to obtain estimates of the coefficients of the various parameters in the response-curve equation.

Finally, the last feature, power calculation, can be done in ANOVA by using the effect size index $f$.

Quality Indicators on Multi-Objective Problems

As already outlined in the previous section, several algorithms for solving the multi-objective FIR filter design optimization problem exist, and certainly, we are interested in the technique that provides the best approximation for the given problem. However, in order to reveal the strengths and weaknesses of certain approaches and to identify the most promising techniques, existing algorithms have to be compared. This, in turn, directly leads to the issue of assessing the performance of multi-objective optimizers. As already outlined in this chapter before, if we compare two solutions in the presence of multiple optimization criteria, the concept of Pareto dominance can be used, although the possibility of two solutions being incomparable complicates the situation. However, it gets even more complicated when we compare two sets of solutions because some solutions in either set may be dominated by solutions in the other set, while others may be incomparable (Zitzler, Laumanns, Fonseca, & da Fonseca, 2003). Accordingly, it is not clear what quality means with respect to the approximations of the Pareto-optimal front: closeness to the optimal solutions in objective space, or the coverage of a wide range of diverse solutions, etc (Zitzler, Laumanns, Fonseca, & da Fonseca, 2003).

Several studies can be found in the literature that address the problem of comparing approximations of the Pareto optimal front in a quantitative manner. Most popular are unary quality measures, i.e., the measure that assigns each approximation set a number that reflects a certain quality aspect; and usually a combination of such measures is used. Other methods are based on binary quality measures, which assign numbers to pairs of approximation sets. Zitzler et al. (2003) developed a mathematical framework to assess the different methodologies found in the literature and the following statements are proven for two arbitrary Pareto approximation sets $A$ and $B$ (Zitzler, Laumanns, Fonseca, & da Fonseca, 2003):

- Unary measures are able to detect whether $A$ is better than $B$, but their use is generally restricted.
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- Binary quality measures overcome the limitations of unary measures and, if properly designed, are capable of indicating whether \( A \) is better than \( B \).

With these results, the binary quality class of indicators have been chosen as the quality indicators for this chapter. More specifically, in Zitzler, Laumanns, Fonseca, & da Fonseca (2003), the binary \( \varepsilon \)-indicator, \( I_\varepsilon (A, B) \), is given by:

\[
I_\varepsilon (A, B) = \max_{x' \in B} \min_{x \in A} \max_{1 \leq i \leq n} \frac{x_i^1 - x_i^2}{x_i^2}
\]  

(27)

It can be said that the binary \( \varepsilon \)-indicator in equation (27) implies one of the following properties when \( I_\varepsilon (A, B) > 1 \):

1. \( A \prec B \).
2. \( A \parallel B \),

where the operator \( \parallel \) means that sets \( A \) and \( B \) are incomparable and operator \( \prec \) means that set \( A \) is better than set \( B \).

However, by using the following test \( F : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \{ \text{false}, \text{true} \} \):

\[
F = (I_\varepsilon (A, B) \leq 1 \land I_\varepsilon (B, A) > 1)
\]  

(28)

we are actually able to conclude that \( A \) is better than \( B \), \( A \prec B \), as proved by Zitzler et al. (2003).

Multi-Objective Extensions to the Statistical Exploratory Analysis

Optimal Parameter Estimation

With the single-objective statistical exploratory analysis and the binary quality indicator, we are now able to define a statistical exploratory analysis to estimate the best parameter values for the black-box algorithms applied to the multi-objective FIR filter design problem. The steps to accomplish the optimal parameter estimation are:

1. Create a complete, randomized design for the black-box algorithm under study.
2. Generate a dot diagram to minimize the occurrence of censoring.
3. Define the parameters’ starting ranges for the exploratory statistical exploratory analysis.
4. Generate an initial data set consisting of an arbitrary number of replicates.
5. Calculate power post hoc based upon a chosen effect.
6. Conduct ANOVA analysis and determine which parameters are statistically significant.
7. For parameters that are statistically significant, partition the sum of squares into polynomial contrast terms. Determine which polynomial terms are statistically significant.
8. Use polynomial regression to obtain the coefficients for the overall response curve.
9. Differentiate and solve the response curve for each parameter to obtain the best values and calculate confidence intervals.

Regarding the complete, randomized design, experiments will be conducted in this chapter for each optimization algorithm applied to the multi-objective FIR filter design problem. In the first experiment conducted, genetic algorithm with the weighting scalarization method, a complete, randomized block design is used to estimate the optimal parameter values. Parameter \( A \) is defined as the mutation rate and Parameter \( B \) is the crossover rate. In the second experiment, particle swarm optimization with the weight scalarization method, parameter \( A \) is defined as the control parameter and Parameter \( B \) is the inertia weight \( \alpha \).

As mentioned above, only two parameters for each algorithm were statistically analyzed and optimized. The main reason is that with more than two parameters the statistical analysis gets more complicated and computationally expensive.

The second step in the methodology consists of generating a dot diagram to minimize the occurrence of censoring. To accomplish this, we must conduct an experiment with 10 arbitrary replicates (Czarn, MacNish, Vijayan, Turlach, & Gupta, 2004) using the black-box algorithms’ full range of parameter values, i.e., for the genetic algorithm complete randomized design, using the crossover parameter \( p_{cr} \) in \( 0 < p_{cr} < 1 \) and the mutation parameter \( p_{mu} \) in \( 0 < p_{mu} < 1 \). An instance of censoring is identified in this experiment when the difference between the best individual quality indicator’s value and the worst individual quality indicator’s value is less than or equal to an arbitrary threshold value. When this situation occurs, a dot is plotted on the dot diagram, as can be seen in the example of Figure 1 taken from Teixeira & Romariz (2008).

Regarding the quality indicator, in this chapter we use the binary quality indicator of equation (27). Given that this quality indicator must be compared with another approximation set, this chapter proposes the use of an arbitrary reference set \( Z^* \), where all black-box algorithms should be compared. More specifically, the reference set is composed of only one single point, an estimate of the ideal objective vector.

Figure 1. Genetic algorithm dot diagram example
This reference point \( z^* \) is defined by the vector that individually minimizes each one of the objective function values. It is worth noting that for the nonlinear phase digital filter design problem, the filter magnitude attenuation approximation distance \( f_1 \) in equation (18), and the filter group delay approximation distance \( f_2 \) in equation (19) are non-convex functions. Given that the ideal objective vector definition assumes that we have global knowledge of both individual objective functions (Miettinen, 1999), \( z^* \) is only an estimate of the ideal objective vector, since we cannot guarantee the global minimum of these objective functions. We have taken this comparison approach with the reference set \( Z^* \) since most of the time we can obtain a valid comparison for the binary \( \varepsilon \)-indicator \( I_{\varepsilon}(Z^*, A) \), i.e., \( Z^* \prec A \).

Comparison between the reference set \( Z^* \) and an arbitrary approximation set \( A \) generated by an optimization algorithm is defined through the following algorithm:

\[
\text{If } I_{\varepsilon}(Z^*, A) \leq 1 \land I_{\varepsilon}(A, Z^*) > 1 = \text{TRUE}
\]

- indicatorValue = \( I_{\varepsilon}(Z^*, A) \)
- else
- discard approximation set \( A \)

With this test, we are able to compute a single value that quantifies by how much the reference set \( Z^* \) is better than the approximation set \( A \).

The next step in the methodology consists of defining the parameters’ starting ranges for the statistical exploratory analysis. To accomplish this, the best parameter values for each of the ten arbitrary experiments of one hundred replicates each (Czarn, MacNish, Vijayan, Turlach, & Gupta, 2004) are found, using the dot diagram’s uncensored parameter values as starting ranges. The combination of the parameters resulting in the best performance is found in each experiment. When these ten combinations are collated, they demonstrate the lowest and highest parameter values associated with the best performance.

After finding the parameters’ starting ranges, an initial complete randomized design experiment of 100 replicates (Czarn, MacNish, Vijayan, Turlach, & Gupta, 2004) must be generated for the black-box algorithms. For these two factor factorial experiments, instead of separately computing the sum of squares for the main effects and for the total sum of squares, a statistical software package is usually employed to conduct the ANOVA on this kind of experiment (Montgomery, 2001). The result of this procedure is generally an ANOVA table where the partitioned sum of squares for each factor are shown, e.g., for the genetic algorithm: crossover, mutation and interaction of both. As outlined by Czarn et al. (2004), the values of the partitioned sum of squares factors are necessary to evaluate the degree of the polynomials used in the linear regression for the general response surface of the experiment. With this general response surface, optimal parameter values can be estimated. Also, the resulting ANOVA table shows the level of significance of the parameters. This level should be inspected to see if the interaction parameter is highly statistically significant, i.e., \( \Pr(F) \leq 0.01 \), so no further increase in the sample size would be necessary.

Given the partitioned sum of squares, linear regression should be used to estimate the general response surface for each black-box experiment. Finally, the last step in the methodology would be to obtain the best parameter value estimates, minimizing the response surface found.
Performance Comparisons between Black-Box Algorithms

Additionally, we are certainly interested in the technique that provides the best approximation for the given problem. For that, an additional complete, randomized design is set up, with \( i \) observations for each block-replicate, where \( i \) is the number of algorithms under comparison.

To effectively compare the optimization algorithms' performance using the binary quality indicator, the following steps should be taken:

1. Create a complete, randomized design for the black-box algorithms under study.
2. Calculate binary quality indicators statistics, i.e., the first and the second order moments of \( I_\varepsilon (Z^*, A) \).
3. The best algorithm is the one that has the highest statistical moments of \( I_\varepsilon (Z^*, A) \), i.e., the highest mean value \( \overline{I_\varepsilon (Z^*, A)} \).

Finally, it is worth discussing one last question regarding the experiment to effectively compare the algorithms' performance. Clearly, the most we can say about the statistical experiment is that the best obtained algorithm is the best performer only for the filter specification set under study. For example, if we run a statistical experiment for an arbitrary band-stop filter and the genetic algorithm is hypothetically the best performer, we cannot, a priori, generalize this result to the comparison of the best algorithm for a high-pass filter. This is due to the fact that the objective function changes from one specification set to the other.

Regarding the question of the best algorithm that can be found for an application domain, a number of interesting works have already been published. More specifically, the no-free-lunch theorem - NFL, establishes that for any pair of algorithms \( a_1 \) and \( a_2 \), the following relation is true (Wolpert & Macready, 1997):

\[
\sum_f P\left(d_m^w \mid f, m, a_i\right) = \sum_f P\left(d_m^w \mid f, m, a_2\right)
\]

where \( d_m^w \) denotes all samples of the objective function \( f \) and the operator \( P \) denotes the conditional probability of obtaining a particular sample \( d_m^w \) under the imposed conditions.

In other words, equation (29) states that the average performance of any pair of algorithms for all possible optimization problems is identical. This means that if algorithm \( a_i \) is better than algorithm \( a_2 \) for a problem set, then the inverse must be true for all possible remaining optimization problems (Wolpert & Macready, 1997).

The NFL theorem assumes a uniform probability distribution over objective functions, and closure under permutation. It appears that naturally occurring classes of problems are unlikely to be closed under permutation. Igel & Toussaint (2005) show that the fraction of non-empty subsets that are closed under permutation rapidly approaches zero as the cardinality of the search space increases, and that constraints on the steepness and the number of local minima lead to subsets that are not closed under permutation (MacNish, 2007).

These results can be a motivation to investigate the fact that, for practical problems, i.e., nonlinear phase FIR filter design problem, it is expected that some algorithms are better, and that a generalization
of which is the best algorithm for this problem domain can be made. This important question is not addressed in this chapter and further investigation is necessary.

RESULTS

FIR Filter Design Problem Specification

As a specific problem, we have defined a band-stop FIR filter design with reduced group delay on the pass bands with the following specifications:

\[
W_{\eta}(\omega) = 1 \begin{cases} 
0 & 0 \leq \omega \leq 0.25 \\
0.3 & 0.3 \leq \omega \leq 0.65 \\
0.7 & 0.7 \leq \omega \leq \pi 
\end{cases}
\]

\[
W_{\eta}(\omega) = 0 \begin{cases} 
0.25 & 0.25 < \omega < 0.3 \\
0.65 & 0.65 < \omega < 0.7 
\end{cases}
\]

\[
W_{\tau}(\omega) = 1 \begin{cases} 
0 & 0 \leq \omega \leq 0.25 \\
0.7 & 0.7 \leq \omega \leq \pi 
\end{cases}
\]

\[
W_{\tau}(\omega) = 0 \begin{cases} 
0.25 & 0.25 < \omega < 0.7 
\end{cases}
\]

\[
\eta_d(\omega) = \begin{cases} 
0 \text{dB} & 0 \leq \omega \leq 0.25 \text{and} 0.7 \leq \omega \leq \pi \\
-30 \text{dB} & 0.3 \leq \omega \leq 0.65 
\end{cases}
\]

\[
\tau_d(\omega) = \begin{cases} 
0 \text{samples} & 0 \leq \omega \leq 0.25 \text{and} 0.7 \leq \omega \leq \pi 
\end{cases}
\]

\[
N = 8 \quad p = 2 \quad q = 2 \quad n = 10
\] (30)

where for the specification set in equation (30), \( N \) is the filter order, \( p \) is the \( L_p \) norm value for the filter magnitude approximation, \( q \) is the \( L_q \) norm for the filter group delay approximation and \( n \) is the weight vector \( W \) dimension for the weighting scalarization method (number of points of the Pareto front approximation). Note that for the desired group delay \( \tau_d(\omega) \), a value of zero is used. Even though this requirement
is not physically implementable for a filter with finite number of coefficients, this requirement forces the optimization to find the minimum group delay value over the desired frequency bands.

Figure 2 shows the graph of the magnitude of the frequency response and the group delay for the specification set in equation (30).

The number of objective function evaluations in the statistical exploratory analysis was restricted to 200,000 evaluations for each minimization (realization) of the algorithm under study. This restriction was imposed to speed up the generation of the results given the high computational complexity and runtime requirement of the statistical experiments. In regard to the single-objective algorithms in conjunction with the weighting scalarization method, the number of function evaluations was subdivided, equally, for each weight vector $w \in W$ of the weight set; $(200000 \text{ evaluations})/(10 \text{ points of the Pareto front approximation})=20000$ function evaluations. This restriction was imposed for a fair comparison of the Pareto sampling multi-objective algorithms, NSGA-II and MOSA, each restricted to 200,000 function evaluations.

Additionally, for each statistical experiment, the reference vector $Z^*$ for the calculation of the binary $\varepsilon$-indicator $I_\varepsilon (Z^*,A)$ of each observation is rigorously the same.

Figure 2. Frequency response specification of the reject-band filter. (a) Magnitude Specification. (b) Group Delay Specification
Results for Optimal Parameter Estimates

Results for the Genetic Algorithm in Conjunction with the Weighting Scalarization Method

Following the steps presented in the statistical exploratory analysis of the previous section, for optimal parameter estimation of the crossover $p_c$ and mutation $p_m$ rate of the genetic algorithm, first, we created a complete, randomized block design with 10 replicates and parameter values $0 \leq p_m \leq 1$ and $0 \leq p_c \leq 1$ in equally spaced intervals of length 0.1. An instance of censoring was identified in this experiment when the difference between the binary $\varepsilon$-indicator of the best individual $I_\varepsilon(Z^*,A)$ and the binary $\varepsilon$-indicator of the worst individual $I_\varepsilon(Z^*,A_w)$ in the observation was less than or equal to 0.94. The dot diagram for this threshold can be seen in Figure 3.

Regarding the chosen threshold value in this experiment, it was adjusted to match the dot diagram to a desired configuration. If, for example, the dot diagram for a chosen threshold value resulted in all dots, then this meant that the threshold was too high, i.e., the threshold was never reached. This way, the threshold was decreased, i.e., 0.9 to 0.8, which resulted in some areas of the diagram having no points.

Figure 3. Process of choosing a threshold on the dot diagram. (a) Threshold 1. (b) Threshold 0.99. (c) Threshold 0.94
If there was a threshold value that we could test, then this would become the chosen threshold value for the dot diagram generation. This process can be graphically visualized in Figure 3, for the threshold values 1, 0.99 and 0.94, where for each threshold value reduction, more test levels are generated.

To define the parameters' starting ranges, we generated 10 experiments of 100 replicates each using the no-censure parameter values of the dot diagram in Figure 3 as test levels in the experiments. The combination resulting in the best performance, i.e., highest $I(Z^*, A)$ value shows the lower and higher values of the parameters associated with the best performance. The resulting starting range for Crossover was from 0.7 to 1, and for Mutation rate was for 0.1 to 0.5.

After obtaining the final parameters' intervals, a complete, randomized block design of 100 replicates was generated with the parameters' values given above. The ANOVA table for this experiment is given in Table 1.

In Table 1, the column $df$ represents the degree of freedom associated with each parameter, SS represents the sum of squares and $MS$ represents the mean squares for each parameter.

Additionally, as seen on Table 1, the interaction parameter is highly significant $Pr (F)=0.0000000$, so it was not necessary to increase the sample size (number of replicates in the experiment).

Still, in regard to the ANOVA results, Table 1 shows the partitioned sum of squares for each factor (mutation and crossover). These values are necessary to evaluate the degree of the polynomials used in the linear regression for the generation of the experiment response surface. The statistically significant values were selected for the equation of the fitted response surface of the experiment:

$$S_{ga} = \begin{align*}
-0.5128 + 1.7206x_{cr} + 0.8005x_{cr}^3 + 0.0904x_{mu}^2 - 0.0915x_{mu}^3 \\
-2.0377x_{cr}^2 - 0.0185x_{mu}^2 - 0.0072x_{cr}^2x_{mu} - 0.0069x_{cr}^3x_{mu}
\end{align*}
$$

The 3-dimensional response surface in equation (31) can be seen in Figure 4.

Finally, to obtain the optimal parameter value estimates, the maximum point of this surface must be found. This problem is posed as a constrained optimization problem by:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>$F$</th>
<th>$Pr(F)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crossover</td>
<td>3</td>
<td>0.00081081</td>
<td>0.0002702687</td>
<td>15.94334</td>
<td>0.0000000</td>
</tr>
<tr>
<td>Power of 1</td>
<td>1</td>
<td>0.00017910</td>
<td>0.0001790981</td>
<td>10.56512</td>
<td>0.0011735</td>
</tr>
<tr>
<td>Power of 3</td>
<td>1</td>
<td>0.00053700</td>
<td>0.0005370030</td>
<td>31.67817</td>
<td>0.0000000</td>
</tr>
<tr>
<td>Mutation</td>
<td>4</td>
<td>0.00096178</td>
<td>0.0002404441</td>
<td>14.18396</td>
<td>0.0000000</td>
</tr>
<tr>
<td>Power of 2</td>
<td>1</td>
<td>0.00024277</td>
<td>0.0002427656</td>
<td>14.32091</td>
<td>0.0001591</td>
</tr>
<tr>
<td>Power of 3</td>
<td>1</td>
<td>0.00046401</td>
<td>0.0004640082</td>
<td>27.37216</td>
<td>0.0000000</td>
</tr>
<tr>
<td>Interaction</td>
<td>12</td>
<td>0.00145158</td>
<td>0.0001209646</td>
<td>7.13579</td>
<td>0.0000000</td>
</tr>
<tr>
<td>Power2:Power1</td>
<td>1</td>
<td>0.00021802</td>
<td>0.0002180192</td>
<td>12.86110</td>
<td>0.0003443</td>
</tr>
<tr>
<td>Power3:Power3</td>
<td>1</td>
<td>0.00017644</td>
<td>0.0001764378</td>
<td>10.40819</td>
<td>0.0012769</td>
</tr>
</tbody>
</table>
max \quad S_{ga}(x_{imu}, x_{cr}) \\
subject to \\
0.7 \leq x_{cr} \leq 1 \\
0.1 \leq x_{imu} \leq 0.5 \\
(32)

Even though the optimization problem in equation (32) is nonlinear, particularly for polynomial functions, i.e., the response surface function in equation (31), algorithms for global optimization of polynomial functions are developed through a novel technique that involves the use of the sum of squares and semi-definite programming (Parrilo & Sturmfels, 2003). With this technique, global values for this optimization problem were obtained with a MATLAB library in (Seiler & Parrilo, 2004):

\begin{align*}
  x_{cr}^* &= 0.7701 \\
  x_{imu}^* &= 0.4639 \\
\end{align*} \\
(33)

The response surface value for the optimal parameters in equation (33) is:

\begin{align*}
  S_{ga}(x_{imu}^*, x_{cr}^*) &= 0.9944 \\
\end{align*} \\
(34)

Results for the Particle Swarm Optimization Algorithm in Conjunction with the Weighting Scalarization Method

Following the steps of the methodology of the previous section, with the aim of obtaining optimal parameter values for the particle swarm optimization algorithm, the first step consists of generating a complete, randomized block design of 10 replicates and parameter values 0 \leq \alpha < 1 and 0 < \phi < 4. The selected threshold value for the experiment’s dot diagram was 0.9. Figure 5 illustrates the resulting dot diagram.

Figure 4. Genetic algorithm experiment response surface
The resulting interval for Parameter Control was between 2 to 3.6, and the interval for Weight Inertia was between 0.6 and 0.8.

After obtaining the final parameter values, a complete, randomized block design of 100 replicates was generated with the parameter values above. The ANOVA table for this experiment is illustrated in Table 2.

Again, as can be seen in Table 2, the interaction parameter is highly significant. \( \text{Pr}(F) = 0.000000 \), so no increase in the sample size was necessary.

The statistically significant values were selected for the equation of the fitted response surface of the experiment:

\[
S_{\text{pso}} = 6.3771 - 15.5283x_\alpha + 11.0608x_\alpha^2 - 5.1732x_\phi + 0.8695x_\phi^2 \\
+ 15.1011x_\alpha x_\phi - 10.9736x_\alpha^2 x_\phi - 2.5361x_\alpha x_\phi^2 + 1.8406x_\alpha^2 x_\phi^2
\]

(35)
The 3-dimensional response surface in equation (35) can be seen in Figure 6. Finally, to obtain the optimal parameter value estimates, the maximum point of this surface must be found. This problem is posed as a constrained optimization problem by:

$$\max_{x} S_{pso}(x_\phi, x_\alpha)$$

subject to

$$2 \leq x_\phi \leq 3.6$$
$$0.6 \leq x_\alpha \leq 0.8$$

(36)

Global values for this optimization problem were obtained with the MATLAB library in (Seiler & Parrilo, 2004):

$$x_\phi^* = 2.5448 \quad x_\alpha^* = 0.6550$$

(37)

The response surface value for the optimal parameters in equation (37) is:

$$S_{pso}(x_\phi^*, x_\alpha^*) = 0.9642$$

(38)
Results for the NSGA-II

Again, following the steps of the methodology of the previous section, for optimal parameter estimation of the crossover $p_{cr}$ and mutation $p_{mu}$ rate of the NSGA-II, the first step consists of generating a complete, randomized block design of 10 replicates and parameter values $0 \leq p_{mu} \leq 1$ and $0 \leq p_{cr} \leq 1$. The selected threshold value for the experiment’s dot diagram was $2.5 \times 10^{-2}$. Figure 7 illustrates the resulting dot diagram.

For the next step of finalizing the initial starting ranges, we generated 10 experiments of 100 replicates each using the uncensored values of the dot diagram in Figure 7 as the test levels in the experiment. The combination resulting in the best performance, i.e., highest $I(Z^*, A)$ value shows the lower and higher values of the parameters associated with the best performance. The resulting starting range for crossover was from 0 to 1, and for mutation rate, it was from 0.6 to 0.9.

After obtaining the final parameter values, a complete, randomized block design of 100 replicates was generated with the parameter values above. The ANOVA table for this experiment is given in Table 3.

Again, as can be seen in Table 3, the interaction parameter is highly significant. $Pr(F) = 0.0000000$, so no increase in the sample size was necessary.

The statistically significant values were selected for the equation of the fitted response surface of the experiment:

$$S_{\text{nsga-II}}(x_{cr}, x_{mu}) = -34.3 + 128.2 x_{cr} - 1290.6 x_{cr}^2 + 12154.8 x_{cr}^3 - 59121.7 x_{cr}^4 + 162714 x_{cr}^5 - 267623.8 x_{cr}^6 + 259609.4 x_{cr}^7 - 137009.8 x_{cr}^8 + 30457.6 x_{cr}^9 + 141.9 x_{mu} - 189.5 x_{mu}^2 + 83 x_{mu} - 344.7 x_{cr} x_{mu} + 1378.1 x_{cr}^2 x_{mu}^3 - 13455.2 x_{cr} x_{mu}^3 + 67278.7 x_{cr}^4 x_{mu} - 185461.7 x_{cr}^5 x_{mu} + 308553.7 x_{cr}^6 x_{mu} - 302604.2 x_{cr}^7 x_{mu} + 160566.7 x_{cr}^8 x_{mu} - 35987 x_{cr}^9 x_{mu} + 368.2 x_{cr} x_{mu}^2 - 4172.9 x_{cr}^5 x_{mu}^2 + 3905.8 x_{cr}^6 x_{mu}^2 - 151.2 x_{cr}^3 x_{mu}^3 - 416.6 x_{cr}^4 x_{mu}^3 + 2328.8 x_{cr}^5 x_{mu}^3 - 3798.6 x_{cr}^7 x_{mu}^3 + 2376.1 x_{cr}^8 x_{mu}^3 - 382.3 x_{cr}^9 x_{mu}^3$$

(39)

The 3-dimensional response surface in equation (39) can be seen in Figure 8.
Finally, to obtain the optimal parameter value estimates, the maximum point of this surface must be found. This problem is posed as a constrained optimization problem by:

**Table 3. ANOVA Table with the partitioned sum of squares for the NSGA-II experiment**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Pr(F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crossover</td>
<td>10</td>
<td>15.47</td>
<td>1.54</td>
<td>43.3</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power of 1</td>
<td>1</td>
<td>7.1719</td>
<td>7.1719</td>
<td>200.974</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power of 2</td>
<td>1</td>
<td>1.3922</td>
<td>1.3922</td>
<td>39.0140</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power of 3</td>
<td>1</td>
<td>1.5187</td>
<td>1.5187</td>
<td>42.5594</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power of 4</td>
<td>1</td>
<td>0.9867</td>
<td>0.9867</td>
<td>27.6492</td>
<td>0.0000002</td>
</tr>
<tr>
<td>Power of 5</td>
<td>1</td>
<td>0.6360</td>
<td>0.6360</td>
<td>17.8231</td>
<td>0.0000247</td>
</tr>
<tr>
<td>Power of 6</td>
<td>1</td>
<td>0.5348</td>
<td>0.5347</td>
<td>14.9854</td>
<td>0.0001099</td>
</tr>
<tr>
<td>Power of 7</td>
<td>1</td>
<td>0.3304</td>
<td>0.3304</td>
<td>9.2588</td>
<td>0.0023577</td>
</tr>
<tr>
<td>Power of 8</td>
<td>1</td>
<td>1.2476</td>
<td>1.2476</td>
<td>34.9621</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power of 9</td>
<td>1</td>
<td>0.6052</td>
<td>0.60515</td>
<td>16.9580</td>
<td>0.0000389</td>
</tr>
<tr>
<td>Mutation</td>
<td>3</td>
<td>26.3204</td>
<td>8.77346</td>
<td>245.8563</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power of 2</td>
<td>1</td>
<td>2.0494</td>
<td>2.04936</td>
<td>57.4288</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power of 3</td>
<td>1</td>
<td>24.2650</td>
<td>24.26502</td>
<td>679.9726</td>
<td>0.000000</td>
</tr>
<tr>
<td>Interaction</td>
<td>30</td>
<td>37.5786</td>
<td>1.25262</td>
<td>35.1019</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power1:Power1</td>
<td>1</td>
<td>2.1433</td>
<td>2.14334</td>
<td>60.0623</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power2:Power1</td>
<td>1</td>
<td>0.8025</td>
<td>0.80249</td>
<td>22.4879</td>
<td>0.0000022</td>
</tr>
<tr>
<td>Power3:Power1</td>
<td>1</td>
<td>0.2518</td>
<td>0.25185</td>
<td>7.0575</td>
<td>0.0079222</td>
</tr>
<tr>
<td>Power4:Power1</td>
<td>1</td>
<td>2.0960</td>
<td>2.09597</td>
<td>58.7349</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power5:Power1</td>
<td>1</td>
<td>0.8949</td>
<td>0.89847</td>
<td>25.0766</td>
<td>0.0000006</td>
</tr>
<tr>
<td>Power6:Power1</td>
<td>1</td>
<td>2.9068</td>
<td>2.90677</td>
<td>81.4557</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power7:Power1</td>
<td>1</td>
<td>0.7086</td>
<td>0.70860</td>
<td>19.8569</td>
<td>0.0000086</td>
</tr>
<tr>
<td>Power8:Power1</td>
<td>1</td>
<td>1.7869</td>
<td>1.78694</td>
<td>50.0749</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power9:Power1</td>
<td>1</td>
<td>1.7547</td>
<td>1.75475</td>
<td>49.1729</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power1:Power2</td>
<td>1</td>
<td>2.8649</td>
<td>2.86490</td>
<td>80.2823</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power2:Power2</td>
<td>1</td>
<td>1.4258</td>
<td>1.42580</td>
<td>39.9547</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power3:Power2</td>
<td>1</td>
<td>0.2857</td>
<td>0.28571</td>
<td>8.0065</td>
<td>0.0046824</td>
</tr>
<tr>
<td>Power1:Power3</td>
<td>1</td>
<td>1.6519</td>
<td>1.65191</td>
<td>46.2910</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power2:Power3</td>
<td>1</td>
<td>2.1267</td>
<td>2.12675</td>
<td>59.5974</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power3:Power3</td>
<td>1</td>
<td>1.5590</td>
<td>1.55904</td>
<td>43.6887</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power4:Power3</td>
<td>1</td>
<td>1.6700</td>
<td>1.6704</td>
<td>46.7992</td>
<td>0.000000</td>
</tr>
<tr>
<td>Power5:Power3</td>
<td>1</td>
<td>0.5973</td>
<td>0.59729</td>
<td>16.7377</td>
<td>0.0000437</td>
</tr>
<tr>
<td>Power6:Power3</td>
<td>1</td>
<td>1.0543</td>
<td>1.05434</td>
<td>29.5455</td>
<td>0.0000001</td>
</tr>
<tr>
<td>Power7:Power3</td>
<td>1</td>
<td>5.7858</td>
<td>5.78583</td>
<td>162.1349</td>
<td>0.000000</td>
</tr>
</tbody>
</table>


\[
\max_{x} S_{\text{nsga-ii}} \left( x_{cr}, x_{mu} \right)
\]

subject to

\[
\begin{align*}
0 & \leq x_{cr} \leq 1 \\
0.6 & \leq x_{mu} \leq 0.9
\end{align*}
\]  

(40)

Global values for this optimization problem were obtained with the MATLAB library in (Seiler & Parrilo, 2004):

\[
x_{cr}^* = 0.0377 \quad x_{mu}^* = 0.6490
\]  

(41)

The response surface value for the optimal parameters in equation (41) is:

\[
S_{\text{nsga-ii}} \left( x_{cr}^*, x_{mu}^* \right) = 0.9283
\]  

(42)

**Results for the Comparison of Performance between Algorithms**

Following the statistical methodology of the previous section, for the effective comparison between the different algorithms applied to the design of a reject-band filter with the specification set of equation (30), we created a complete, randomized block design of 100 replicates with the four single-objective optimization algorithms (Quasi-Newton, genetic algorithm, simulated annealing, particle swarm optimization) in conjunction with the weighting scalarization method, and also the two multi-objective algorithms with Pareto sampling methods (NSGA-II and MOSA).
Statistical Analysis of Computational Intelligence Algorithms

The genetic algorithm, particle swarm optimization and NSGA-II were adjusted with the optimal parameter values from the three previous statistical experiments of this section. The number of objective function evaluations in this experiment was restricted to 200000 evaluations for each algorithm under study. Again, for the single-objective algorithms in conjunction with the weighting scalarization method, the number of function evaluations for each single-objective problem was equally divided for each weight vector $w \in W$ of the weight set, 20000 function evaluations. The ANOVA table of this experiment can be seen in Table 4.

As seen in Table 4, the variation of the parameter Optimization Algorithm has a high statistical significance in the experiment response (binary $\varepsilon$-indicator value). Table 5 shows the minimum, maximum and the first and second order moments of the binary $\varepsilon$-indicator for each optimization algorithm.

As seen in Table 5, the NSGA-II was the algorithm that obtained the best approximation of the Pareto front, with a $I_{\epsilon}(Z^*,A)$ value of 0.998. However, on average, the best performer in the statistical experiments was the genetic algorithm in conjunction with the weighting scalarization method, with a $I_{\epsilon}(Z^*,A)$ value of 0.9924. The statistics in Table 5 are graphically illustrated in Figure 9, which shows the box plot of the statistical experiment.

**Comments on the Pareto Front’s Approximations Obtained and on the Frequency Response of the Optimal Filters**

To illustrate the approximation of the Pareto front obtained by each algorithm, Figure 10 shows the approximation set obtained by each single-objective optimization algorithm in conjunction with the weighting scalarization method on a typical realization of the comparisons between the optimization algorithms. Again, the number of objective function evaluations was restricted to 200000 evaluations for each algorithm under study.

Figure 10 also shows the binary $\varepsilon$-indicator for each approximation of the Pareto front. Additionally, we can see that in this typical realization, the particle swarm optimization obtained the filter with the

---

**Table 4. ANOVA Table for the algorithm performance comparison**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Pr(F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimization Algorithm</td>
<td>5</td>
<td>32.8273</td>
<td>6.56545</td>
<td>123.06</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 5. $I_{\epsilon}(Z^*,A)$ statistics for algorithm performance comparison**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Max</th>
<th>Min</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>0.9998</td>
<td>0.0170</td>
<td>0.7593</td>
<td>0.0625</td>
</tr>
<tr>
<td>Simulated Annealing</td>
<td>0.9978</td>
<td>0.0030</td>
<td>0.9757</td>
<td>0.0160</td>
</tr>
<tr>
<td>Quasi-Newton</td>
<td>0.9973</td>
<td>0.0011</td>
<td>0.6663</td>
<td>0.1485</td>
</tr>
<tr>
<td>Genetic Algorithm</td>
<td>0.9968</td>
<td>0.9466</td>
<td>0.9924</td>
<td>4.022×10⁻⁴</td>
</tr>
<tr>
<td>Particle Swarm Optimization</td>
<td>0.9919</td>
<td>0.8935</td>
<td>0.9563</td>
<td>2.505×10⁻⁴</td>
</tr>
<tr>
<td>MOSA</td>
<td>0.9621</td>
<td>0.0147</td>
<td>0.3973</td>
<td>0.0928</td>
</tr>
</tbody>
</table>
best group delay approximation distance $\cong 1.35 \times 10^5$ and the filter with the best magnitude approximation distance $\cong 6.02 \times 10^6$. Even though the best extreme values were obtained with the particle swarm optimization, some points of the Pareto front have very high values for the magnitude and group delay approximation distance. For this reason, considering the Pareto front as a whole, the algorithm obtained the worst binary $\varepsilon$-indicator value in this realization. The Quasi-Newton algorithm obtained the best binary $\varepsilon$-indicator value, and the Pareto front’s shape appears to be of a quadratic convex set.

With these filters, each point of the Pareto front approximation we can clearly see the trade-off between the simultaneous approximation of the magnitude and group delay. If the magnitude approximation distance is decreased, the group delay approximation distance is consequently increased and vice-versa.

**CONCLUSION**

**Goals Achieved in this Work**

In conclusion, this chapter has applied a statistical methodology to evaluate the performance of different optimization algorithms applied to a nonlinear digital filter design problem. Based on the single-objective statistical exploratory analysis, multi-objective extensions by means of binary quality indicators were
developed, allowing the estimation of the best parameter values for the adaptive algorithms and, additionally, making an effective performance comparison among the different optimization approaches. With the developed statistical methodologies, we were able to obtain statistically sound Pareto optimal solution sets of good quality applied to a digital filter design problem.

Comments on the Performance of the Algorithms

The NSGA-II obtained the best approximation of the Pareto front in the statistical comparison of the performance of different optimization algorithms, using the binary $\epsilon$-indicator as a measure of quality of the Pareto front approximation.

Even though the multi-objective NSGA-II obtained the best approximation of the Pareto front in the experiment, considering the average performance of the optimization algorithms, the best performer in the experiment was surprisingly the genetic algorithm in conjunction with the weighting scalarization method. This is despite the bad reputation of the weighting scalarization method in the multi-objective community.

Future Work

Regarding the comparison of the algorithms’ performances, it is worth noting that the results obtained are, in principle, only valid for the specific reject-band specification set under test. In view of the results of the NFL theorem and its extensions in the literature, the results of this work are motivating for a possible generalization to other filter specification sets, and a possible conclusion regarding which optimization approach is the best for this problem domain.
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ABSTRACT
Diffusion is the process by which new products and practices are invented and successfully introduced into society. Numerous studies on the diffusion of individual innovations have been conducted, many exhibiting common features such as the famous S-shaped diffusion curve. One basic question posed by innovation diffusion is why there is often a long lag time between an innovation’s first appearance and the time when a substantial number of people have adopted it. An extensive amount of theoretical and empirical literature has been devoted to this phenomenon and the mechanisms behind it. New ideas, products, and innovations often take time to diffuse, a fact that is often attributed to the heterogeneity of human populations. In this chapter, we provide an overview of the research examining how the structure of social networks impacts the diffusion process. The diffusion process enhances innovations via feedback of information about the innovation’s utility—which can be used to make future improvements—to many different users. This aspect of the diffusion process is similar to the micro-macro loop, which is an essential part of emergence. The aim of this research is to understand how the structure of social networks determines the dynamics of various types of emergent properties occurring within those networks. For emergence at the social level, patterns of social interactions are critical.

INTRODUCTION
For decades, social scientists, economists and physicists have been interested in the fundamental and widespread question of how infectious diseases, new technological practices, or the latest trends spread through society. When a new technology appears, society’s members have the chance to become aware
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of the innovations of the new technology and incorporate those innovations into their lives. The main study on diffusion modeling is based on the Bass model (Bass, 1969). The Bass diffusion model describes the process by which new products are adopted as an interaction between users and potential users. When an innovation is a product to be consumed by individuals, a single consumer can decide whether or not to adopt it.

More specifically, the Bass model formalizes the aggregate level of penetration of a new product, emphasizing two processes: external influence via advertising and mass media as well as internal influence via word-of-mouth. The decision of a consumer is described as the probability of the consumer adopting the new product at a specific time, and it is assumed to depend on both external and internal influences. The Bass model displays a cumulative S curve of adopters: when the number of users of a new product is plotted against time, the resulting curve shows an S-shaped distribution—adoption proceeds slowly at first, accelerates as it spreads throughout the potential adopting population, and then slows down as the relevant population becomes saturated. The S-shape is a natural implication of the observation that adoption is usually an absorbing state. The fast growth of diffusion is generated by the interaction between early adopters and late adopters. The Bass model, however, does not specify the consumer’s decision-making process or how consumers communicate with and influence one another at the micro level. The Bass model assumes the population of consumers to be homogeneous—such diffusion models are referred to as aggregate models.

Rosenberg (1972) observed two dominant characteristics of the diffusion process: the overall slowness of the process, on one hand, and the wide variations in the rates of acceptance of different inventions on the other. Empirical measurements and studies have since confirmed his view. Why is diffusion sometimes slow? Why is it faster in some regions than others? Why do rates of diffusion differ among different types of innovations? What factors govern the wide variation in diffusion rates? Hall (2003) provides a comparative historical perspective on diffusion that looks at the broad economic, social, and institutional determinants. In the modern world, markets occasionally accept innovations very slowly, despite technological advances. Chakravorti (2004) also provides many examples of the slow pace of fast change.

New ideas, products, and innovations often take time to diffuse, a fact that is often attributed to the heterogeneity of human populations. Global markets are now larger and more complex than ever before. As such, the amount of information available to consumers has considerably increased; as a result, consumers spend much more time thinking and hesitating before making a decision. Thus, consumers require more time to make personal decisions about matters such as whether to use a certain new product or participate in the latest technology.

Consumers may realize different aspects of the benefits and costs of a particular innovation, have different beliefs regarding benefits and costs, hear about the innovation at different times, or delay in acting on the information they receive. Young (2007) analyzes the effects of incorporating heterogeneity into three broad classes of models: contagion, social influence, and social learning. In addition, when a consumer has many neighbors, these represent many potential sources of information, and the consumer may have problems effectively handling such a large amount of information. Clarification of this relationship calls for analysis of the types of social interactions linking various individuals within a society.

Societies consist of individuals and the social systems that largely determine how individuals behave and interact. Individuals’ actions are influenced by friends, acquaintances, and neighbors, and relationships between individuals form the basis of social networks. One of the cardinal rules of human behavior is: “birds of a feather flock together”—friends of friends become friends, and this property fosters the
development of dense clusters of connections throughout social networks. However, little is known about the dynamic processes of networks and how these processes depend on the network’s properties. Among the research concerning dynamic diffusion processes, the diffusion of diseases has received the most attention (Colizza, 2006).

An emergent pattern or an emergent property can appear when a number of simple entities operate in an environment, forming more complex patterns collectively. In this sense, many insights can be derived from the study of biology. Many biological systems appear to demonstrate emergent behavior, such as the sudden dispersion of a flock of animals in the presence of a predator (Reynolds, 1987). Emergent properties in biological systems appear to govern behaviors that are advantageous to the group as a whole. A natural interest in the behavior of animals and individuals, coupled with the possibility of utilizing these behaviors to design desirable systems, has prompted the study of self-organization in adaptive systems (Namatame, 2006). In adaptive systems with a large number of entities, global behavior emerging from localized interactions is a critical concept. Understanding and shaping emergence may be essential to the survival of social systems.

Emergent patterns are not the property of any single entity, nor can they easily be predicted or deduced from behavior in lower-level entities. Having a large number of interactions alone is not enough to guarantee emergent patterns—a system may need to reach a certain critical mass before it can self-generate emergent patterns. In some cases, a system must reach a combined threshold of diversity, organization, and connectivity before emergent properties appear. Unintended consequences and side effects are closely related to emergent properties. In other words, the global or macroscopic functionality of a system is the sum of the side effects of all emergent properties.

Social network structures are also related to emergent properties that cannot be trivially derived from the properties of their components. Simple rules concerning individual behavior can result in very complex phenomena at the societal level. Emergent macroscopic patterns throughout the social space can be divided into dense intra-connected clusters with sparse inter-connectivity between the clusters (Newman, 2003). In turn, emergent stylized facts or regularities observed at the societal level also influence individual behaviors and interactions. On the other side, individual behaviors create the social networks to which individuals belong. This bi-directional causal relationship is an essential component of the study of social complexity, including diffusion process from the viewpoint of emergence.

Understanding the relationship between the different levels at which macroscopic phenomena can be observed has been made possible by the tools and insights generated in complex network research. In particular, much is known about measuring the topological properties of social networks. Recently, a number of works have focused on the rules of network formation and the relationship between the network creation process and the structure of the resulting network (Barabasi, 2000).

We begin by discussing several examples of studies that illustrate how the structure of social networks impacts macroscopic diffusion patterns. The discussions are divided into three classes. First, we discuss progressive diffusion processes. Many diffusion processes are progressive in the sense that once a node switches from one state to another, it remains in the same state in all subsequent time steps. For this type of diffusion, we focus on the correlations between social interaction patterns and the observable transmission rate at the individual level.

The second class consists of non-progressive diffusion processes where, as time progresses, nodes can switch from one state to the other or vice versa, depending on the states of their neighbors. For non-progressive diffusion processes, we focus on decision making at the individual level. This class ties individuals to the analysis of the underlying games among a network of agents.
The third class consists of bi-directional diffusion process. In this class, individuals require proper interaction rules regulating information exchange among individuals so that all individuals in the social network eventually share the same information or internal states. Consensus problems have a long history in computer science and control theory (Olfati-Saber, 2007). Such problems form the foundation of the field of distributed systems since they have a tradition in systems and control theory on asynchronous agreement problems. In networks of agents, consensus means to reach an agreement regarding a certain quantity of interest depending on the state of all agents. A consensus algorithm is an interaction rule concerning the information exchange between an agent and all of its neighbors within the network.

STUDY OF DIFFUSION AND EMERGENCE

Diffusion is the process by which new products and practices are successfully introduced into society. The Bass model formalizes the aggregate level of penetration of a new product, emphasizing two processes: external influence via advertising and mass media and internal influence via word-of-mouth. The Bass model assumes all consumer populations to be homogeneous—such diffusion models are referred to as aggregate models. However, an individual decision rule can also be derived from the Bass model: the number of individuals who adopt a new product at a given time is a function of the number of individuals who have already adopted the product. If we calculate the expected number of adopters at a given time, the aggregate model displays a cumulative S curve of adopters (Katona, Zubcsek & Sarvary, 2007). The probability of an individual adopting a product, then, is a function of the number of that individual’s neighbors who have already adopted the product. Naturally, if a person has more friends already using a certain product or service, he or she will be more likely to adopt the product or service. The familiar Bass model does not formalize this complex emergent aspect of the diffusion process.

The diffusion of innovations, new ideas or rumors can be modeled after the spread of infectious diseases (Meyers, 2005). However, because epidemiological models describe infection in terms of transmissibility and susceptibility, such models cannot adequately describe diffusion processes that usually involve individual information processing and decision-making. People are usually affected by word-of-mouth, which is referred to as a social influence. What influences people to participate in the diffusion process? How do consumers choose which items to buy? These questions are constant in the minds of many scientists in different fields. Various models of human behavior span the extremes from simple and easily influenced behavior to interdependent and complex behavior where nothing is easily controlled or predicted.

Spielman defines an innovation system as “a network of agents, along with the institutions, organizations, and policies that condition their behavior and performance with respect to generating, exchanging, and utilizing knowledge” (Spielman, 2005). An innovation system reflects one aspect of the value chain analysis by bringing the actors in the application of knowledge together within a value chain. This definition highlights the need for a holistic view of the nature and structure of interactions among agents linked to one another within networks. The adoption of an innovation by one agent in a network can have positive or negative impact on the behavior of other agents, which is often unintentional or unpredictable.

The growing literature on social interactions has examined how decision-making by an agent is influenced by the decisions of others in the context of a multitude of social phenomena. Examples include studies on the diffusion of new technologies (Arthur, 1989), herding behavior in stock markets (Baner-
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jee, 1992) and the diffusion of conventions and social norms (Ellison, 1993; Morris, 2000). While the research on diffusion recognizes the importance of complex interactions among agents, it rarely explains or measures unintended impacts, both positive and negative, on agents within a network. More to the point, current methodologies provide insufficient explanation of the concept of network externalities. This suggests the need for alternative tools to provide a more enhanced understanding of these interactions.

In social systems that involve a large number of interacting agents, emergent global stylized facts that arise from local interactions are a critical concept. The emergence of the Internet, for instance, marked the appearance of totally new forms of social and economic exchange (Sole, 2003). As a technological innovation, the Internet provided a new stage for communication and information processing within societies, leading to the creation of previously non-existent system structures.

Everyday, billions of people worldwide make billions of decisions about many things. The aggregation of these unmanaged individual decisions often leads to unpredictable outcomes. People constantly interact with each other in different ways and for different purposes. Somehow, these individual interactions exhibit some degree of coherence at the aggregate level, and therefore aggregation may reveal structure and regularity. The individuals involved may have a very limited view of the whole system, but their activities are coordinated to a large extent and produce desirable outcomes at the aggregate level, often exhibiting the features of emergent properties—system’s properties that individual components do not have. These emergent properties are the result of not only the behavior of individuals but the interactions between them (Ball, 2004).

Important processes that take place within social networks, such as the spreading of opinions and innovations, are influenced by the topological properties of those networks. In turn, the opinions and practices of individuals can have a clear impact on network topology, for instance, when conflicting opinions lead to the breakup of social interaction. From an application point of view, it is desirable to compose an inventory of the types of microscopic dynamics that have been investigated in social networks and their impact on emergent properties at the network level. Such an inventory could provide researchers with specific guidelines concerning the kinds of phenomena present in social systems where similar diffusion processes are at work.

A large number of interactions is not enough to guarantee emergent patterns in a system; in some cases, a certain critical mass must be reached before emergent patterns can be generated—a system must reach a combined threshold of diversity, organization, and connectivity before emergent properties appear. Topological network properties should be derived from the dynamics by which the networks are created. Formation of new links, for example, may occur when individuals introduce their friends to new people, creating new connections between existing nodes. In reality, social networks are formed by social processes in which individuals create and maintain social relationships; in turn, these social processes influence the dynamics of social networks. This process results in the self-organization of social systems, in which social relations depend on—and, in turn, influence—the relationship between individuals and groups within society. The aim of this research is to understand how the structure of social networks determines the dynamics of various types of emergent properties occurring within those networks. For emergence at the social level, patterns of social interactions are critical.

One of the major focuses of this research is the dynamics of networks. Here, the topology of the network itself is regarded as a dynamic system—it changes in time according to specific, often local rules. Investigations in this area have revealed that certain evolutionary rules give rise to peculiar network topologies with special properties. For instance, let us consider a graph G(n, p) that consists of n nodes (or vertices) joined by links (or edges) with some probability p. Specifically, each possible
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The edge between two given nodes occurs with a probability $p$. The average number of links (also called the average degree) of a given node will be $z = np$, and it can be easily shown that the probability $p(k)$ that a vertex has a degree $k$ follows a Poisson distribution. This model displays a phase transition at a given critical average degree $z_c = 1$. At this critical point a giant component forms and for $z > z_c$ a large fraction of nodes are connected in a web, whereas for $z < z_c$ the system is fragmented into small subwebs (Durrent, 2007).

The second major line of network research focuses on the dynamics of networks. Here, each node of the network represents a dynamic system. Individual systems are coupled according to the network topology. Thus, the topology of the network remains static while the states of the nodes change dynamically. Important processes studied within this framework include synchronization of the individual dynamic systems and contact processes, such as opinion formation and epidemic spreading. Studies like these have clarified that certain topological properties have a strong impact on the dynamics of networks.

**TYPES OF SOCIAL INTERACTION AND NETWORK TOPOLOGIES**

Human interactions are governed by formal and informal social networks. The approach of social networks formalizes the description of networks of relations in a society. In social networks individuals can be represented as nodes, and relations or information flows between individuals can be represented as links. These links can represent different types of relations between individuals, including exchange of information, transfers of knowledge, collaboration, mutual trust, etc.

**Types of Social Interaction**

Here, we present a brief overview of some forms of social interaction, divided into the following three categories:

*<Information transmission>* Individuals pass information to other individuals. An individual who has a piece of information will share this information with friends or colleagues. A form of this process may be described as a gossip algorithm (Boyd, Ghosh, Prabhakar & Shah, 2006), the process underlying the spread of information in social groups and societies. The fundamental question is under what conditions the information will diffuse throughout society. Whether the information will diffuse throughout a society depends primarily on the probability that it will be passed from one individual to that individual’s interaction partners. Many stylized facts on the role of social network structure on information transmission are well understood in the literature on the diffusion of disease. For instance, dynamics of information transmission is also a threshold phenomenon, where below a certain value the information will spread only in a limited group; however, above the threshold it will penetrate throughout the entire society.

*<Interaction with externalities>* Social interdependence defines another type of interaction among individuals. Social interdependence can be understood as a dependence of outcomes of one individual’s decision on another individual’s decision. Such a relationship among individuals is described as payoffs for the choices of individuals. This is usually described with the formalism of the game theory. In game theory, the payoff of one agent depends on the choices of other agents, and, in turn, the choice of one agent changes the payoff structure of other agents.
Consensus formation: Interaction between individuals does not involve merely sharing information; its function is to construct a shared reality consisting of agreed-upon opinions. In this process of consensus formation, individuals must influence one another to arrive at a common interpretation of their shared reality. Social influence is usually observed by the change in an individual’s thoughts, feelings or actions resulting from the presence of others. Social influence concerns not only the formation of opinions but also a variety of other social phenomena, such as learning from others and changes in attitude.

Interaction Topology

Global or random network: All individuals have a certain probability of interacting with everyone else in the social group. Such interaction consists of interfaces such as communication through mass media, densely connected social networks, and posts on message boards, among others. Epidemic models of phenomena like the spread of diseases, rumors, or gossip belong to this class. Epidemic models have autocatalytic properties since everybody who becomes infected becomes a new source of infection.

Local network: Individuals may not interact with everyone—space imposes important constraints on interaction. Individuals have the highest probability of interaction with those who are nearby. Cellular automata are the models of choice for investigating the emergence of patterns from local interactions among individuals in various spatial configurations. Individuals are arranged in a discrete space such as a 2D lattice, and time proceeds in discrete states. Interaction rules are local—the state of each cell depends on the state of its neighboring cells in a way governed by a specified rule (Nowak, 2006).

Small-world network: The path linking any two nodes has to go through only a small number of other nodes, meaning that, in principle, messages can spread throughout the entire society in very few steps. This type of network is known as a small-world network with short paths (Watts, 1999).

Scale-free network: Formation of new links may happen when individuals introduce their friends to new people; by this process, the most connected individuals acquire most new links. By extension, power is distributed according to the number of links (Barabási, Albert & Jeong, 2000). Emergent network properties do not depend on the size of the network. A small number of individuals have many links, while many individuals have few links.

PROGRESSIVE DIFFUSION PROCESS

Many diffusion processes are progressive in the sense that once a node switches from state A to state B, it remains with B in all subsequent time steps. This type of diffusion process is progressive. The other type of diffusion is a non-progressive process in which, as time progresses, nodes can switch from A to B or from B to A depending on the states of their neighbors. In this section, we discuss the progressive diffusion process; the next two sections are devoted to the non-progressive diffusion process.

The diffusion of information, rumors, or gossip through social networks can be modeled after the spread of infectious diseases. Clearly, becoming infected is not an individual’s choice, and contagion in
this case is not a strategic phenomenon. In the spread of a disease, some nodes (individuals) get infected initially through some exogenous sources, and consequently some of these individual’s neighbors are infected through contact. There is a possibility that a given node is immune; however, if a node is not immune, then it is sure to catch the disease if one of its neighbors is infected.

The basic diffusion model is the SIR model, in which nodes are initially susceptible to the disease and can become infected from infected neighbors. Once infected, a node continues to infect its neighbors until it is randomly removed from the system. The SIR model presumes that, once infected, a node will eventually infect all of its susceptible neighbors. Infected nodes can either recover and stop transmitting the disease or die and completely disappear from the network.

The other model is the SIS model, in which nodes, once infected, can randomly recover; however, after recovery, they are once again susceptible to infection. The SIS model corresponds well with many real-world viral infections that may cause individual’s transition back and forth between health and illness.

We can view disease propagation as a dynamical birth-death process with self-recovery. An infected node \( i \) propagates the disease to another node \( j \) in a single step with probability \( \beta \), while at the same time an infected node \( i \) may recover with some probability \( \delta \). The ratio of the two factors \( \lambda = \beta/\delta \) defines the relative infection rate of the disease. From this, it is known that the diffusion process is governed by the threshold phenomenon, and therefore infection spreads throughout the entire network only if

\[
\frac{\beta}{\delta} > \frac{<k>}{<k^2>}
\]

where \( <k> \) is the average connectivity and \( <k^2> \) is the average of the square of the connectivity (Meyers, 2005). Therefore, higher infection rates lead to the possibility of positive infection, as do degree distributions with high variances. The rationale behind high-variance distribution is that there will be some hub nodes with a high degree of infection, which may foster the contagion, accelerating the spread of the disease.

Note that while this analysis correctly observes that highly linked nodes are more likely to become infected, the aggregate behavior does not exhibit the S-shape common to many real-world diffusion processes. Beyond these empirical studies, this analysis provides some insight into what kinds of social structures are necessary for infection to spread; however, it does not provide an accurate figure of how extensive infection will be and how network structure affects infection rate.

Given a social network topology described with the adjacency matrix among nodes and infection and recovery rates, the epidemic dynamics is also characterized by the relative infection rate and the inverse of the largest eigenvalue of the adjacency matrix \( A = (a_{ij}) \) (Wang & Chakrabarti, 2003). We denote the largest eigenvalue of the adjacency matrix \( A \) by \( \lambda_1(A) \). If an epidemic dies out, then it is necessarily true that

\[
\frac{\beta}{\delta} < 1/ \lambda_1(A)
\]  

(2)

For homogeneous networks, the largest eigenvalue is

\[
\lambda_1(A) = <k>
\]

(3)
For star networks, the largest eigenvalue is
\[ \lambda_1(A) = k^{1/2} \] 

(4)

For scale-free networks with infinite variance, the largest eigenvalue is
\[ \lambda_1(A) = \infty \] 

(5)

Therefore, the disease may spread widely throughout scale-free networks, since this type of network has no threshold (See Figure 1).

Equation 2 is also critical in determining how quickly a society may recover from epidemic diffusion. The number of infected nodes decays exponentially over time. While it can be very useful to identify correlations between nodes identifying causation is more complicated without the right exogenous variation.

**NON-PROGRESSIVE DIFFUSION PROCESS**

Epidemiological models describe infection in terms of transmissibility and recovery. These are extended diffusion models that explicitly include decisions influenced by social situations and word-of-mouth processes at the individual level (Jackson, 2008).

A fundamental question in the social sciences is to understand the ways in which new ideas, behaviors, and practices diffuse throughout human populations; for example, in the adoption of new technologies, the emergence of new social norms or organizational conventions, or the spread of languages. An active line of research in economics and mathematical sociology is concerned with modeling these types of diffusion processes as a coordination game played in a social network.

In most of the settings that form the motivation for diffusion models, coexistence is the typical outcome. An important piece, however, that is arguably missing from the basic game-theoretic models of diffusion is a more detailed picture of what is happening at the coexistence boundary, where the basic form of the model posits nodes that adopt A linked to nodes that adopt B.

Another big part of the research on innovation diffusion has focused on empirical studies showing the crucial elements of the structure of social interactions and on computational models that investigate patterns of innovation diffusion through social networks (Rogers, 2005).
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For simple diffusion such as the spread of disease or rumors—in which a single active node is efficient to trigger the activation of its neighbors, hub nodes with many connections or random links connecting distant nodes allow dramatic diffusion as discussed in the previous section. However, not all propagations are the simple activation of nodes after exposure to multiple active neighbors. This type of cascade model is called a threshold model. Each agent has a threshold that determines the proportion of neighbors required to activate it.

Threshold models become structurally equivalent to coordination games on networks. This approach builds on work investigating the diffusion of innovations in the economics literature, which seeks to model how a new technology A might spread through a social network of individuals who are currently users of technology B. We consider several ways of capturing the compatibility of A and B, focusing primarily on a model in which users can choose to adopt either A or B. We characterize how the ability of A to spread depends on its quality relative to B (Ellison, 1993).

There are many social interactions with positive externalities in which the underlying game is formulated as a coordination game with multiple equilibria. We begin by discussing one of the most basic game-theoretic diffusion models proposed by Morris (Morris, 2000). Morris provided a set of elegant game-theoretic characterizations for when these qualitatively different types of equilibria arise in terms of the underlying network topology and the quality of A relative to B (i.e., the relative sizes of $1 - \theta$ and $\theta$). There can be a cascading sequence of nodes switching to A, such that a network-wide equilibrium is reached in the limit; with all nodes adopting A or it may involve coexistence with the nodes partitioned into a set adopting A and a set adopting B.

More specifically, we describe, in terms of the following technology, adoption scenario proposed by Immorlica (2007). Suppose there are two technologies $A$ and $B$ and agents must use the same technologies in order to communicate. There is a social network $G$ on the agents which governs who talks to whom. Each edge $(v, w)$ of $G$ plays a coordination game with strategies A or B: if $v$ and $w$ each choose A, then they each receive a payoff of $1 - \theta$ (since they can talk to each other using system A); if they each choose B, then they each receive a payoff of 0. However if they choose opposite technologies, then they each receive a payoff of 0, reflecting the lack of interoperability.

The binary decision itself can be considered a function solely of the relative number of other agents who are observed to choose one alternative over the other. The outcome depends on the strategy choices of all the agents. Fortunately, in certain strategic situations, interactions among multiple agents can be analyzed by decomposing the game into the underlying $2 \times 2$ games. We consider strategic interactions in which agents are identically situated in the sense that every agent’s outcome, regardless of the choice made, depends on the number of agents who choose A or B. Each agent faces a binary problem between two choices: A or B. For any agent, the payoff for a choice of A or B depends on which other agents choose. This strategic situation is modeled as the $2 \times 2$ games with payoffs shown in Table 1. Note that $A$ is the better technology if $\theta < 1/2$, while $A$ is the worse technology if $\theta > 1/2$.

Table 1. Payoff matrix of a coordination game

<table>
<thead>
<tr>
<th>Other’s choices</th>
<th>A(p)</th>
<th>B(1−p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Own choice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>1−θ</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Let us suppose that all agents (nodes) initially adopt B. Thereafter, a small number of agents begin adopting new strategy A instead of B. If we apply best-response updates to the nodes in the network, then nodes will in effect be repeatedly applying the following simple rule: switch to A if the proportion of neighbors who have already adopted A is larger than the threshold $\theta$.

We propose a diffusion model that explicitly includes individual decisions influenced by social situations. In the model described above, agents decide according to their own preferences, but are at the same time influenced by other agents’ decisions. This interdependence is described as a threshold rule (Watts, 2007).

Next, let us consider a population of N agents. Each faces a binary problem between two choices: A or B. For any agent, the payoff for a choice of A or B depends on how many other agents also choose A or B. The payoff for each agent is given as an explicit function of the actions of all other agents; for this reason, agents have an incentive to pay attention to the collective decision. The payoffs for each agent choosing A or B are given as:

$$U(A) = (1 - \theta)p,$$
$$U(B) = \theta(1 - p)$$

where $p (0 \leq p \leq 1)$ is the proportion of the neighbors’ agents who have chosen A.

The binary decision itself can be considered a function solely of the relative number of other agents who are observed to choose one alternative over the other. The outcome depends on the choices of all agents. We have two stable Nash equilibria at the end points, where all agents choose either A or B. If everyone chooses A or B, no one is motivated to switch. In this case with multiple equilibria, the problem is to get a concerted choice. Since $0 < 1/2$, there is no ambiguity about which equilibrium is the superior one; the problem is then how to achieve the most efficient situation where all agents choose A. The direction in which the collective behavior will move depends on the point where the proportion of agents choosing A is $\theta$. If only a few choose A, they will subsequently switch to B, but if most agents choose A, the few agents who choose B will soon switch to A. If many agents choose B, no agent is motivated to choose A unless enough other agents make the switch to take the ratio of A-choosers beyond the point $p = \theta$, which is known as a crucial mass parameter (threshold). It is enough merely to get agents to make the right choice at the beginning for the selection of A as collective efficiency.

López-Pintado and Watts (2005) studied the problem of spreading a particular behavior among agents located in a random social network. In each period of time, neighboring agents interact strategically, playing the $2 \times 2$ coordination game shown in Table 1. Assuming myopic-best response dynamics, they showed that there exists a threshold for the degree of risk dominance of an action such that below the threshold, the action spreads. This threshold depends on the network’s connectivity distribution. Based on this threshold concept, we show that the well-known scale-free networks (which are extremely popular in epidemiology) do not properly support this type of contagion, which is better accomplished by a more intermediate variance network.

López-Pintado and Watts also compared a homogeneous, an exponential and a scale-free random network with connectivity distributions $P_H(k)$, $P_E(k)$ and $P_{SF}(k)$, respectively. The exponential network had the highest threshold and the homogeneous network had the lowest, as follows:
Notice that, as in the previous example, the network with intermediate variance is the most successful for contagion (Figure 2). Also, the higher the average connectivity of the network, the lower the threshold. Again, the reason for this has to do with the existence of a giant component of vulnerable nodes. This result differs from the standard contagion models proposed to describe epidemic dynamics shown in the previous section.

CONSENSUS AND SYNCHRONIZATION ON SOCIAL NETWORKS

Consensus problems have a long history in computer science and control theory. In networks of agents, consensus means to reach an agreement regarding a certain quantity of interest that depends on the state of all agents. A consensus algorithm is an interaction rule that specifies the information exchange between an agent and all of its neighbors in the network. The theoretical framework for solving consensus problems for networked systems was introduced by Olfati-Saber and colleagues (Olfati-Saber, Fax & Murray, 2007).

The analysis of consensus problems relies heavily on matrix theory and spectral graph theory. The interaction topology of a network of agents is represented using a directed graph $G$ with the set of nodes and edges. We denote neighbors of agent $i$ with $N_i$. Consider a network of agents with the following dynamics:

$$\dot{x}_i(t) = \sum_{j \in N_i} a_{ij} (x_j(t) - x_i(t))$$

Here, reaching a consensus means asymptotically converging to the same internal state by way of an agreement characterized by the following equation:

$$x_1 = x_2 = \ldots = x_N = \alpha$$
Assuming that the underlying graph $G$ is undirected ($a_{ij} = a_{ji}$ for all $i, j$), the collective dynamics converge to the average of the initial states of all agents:

$$\alpha = \frac{1}{N} \sum_{i=1}^{N} x_i(0)$$

(10)

The dynamics of system (8) can be expressed as

$$\dot{x}(t) = -Lx(t)$$

(11)

$L$ is the graph Laplacian of the network $G$; the graph Laplacian is defined as

$$L = D - A$$

(12)

where $D = \text{diag}(d_1, d_2, \ldots, d_N)$ is the diagonal matrix with elements $d_i = \sum_{j=1}^{N} a_{ij}$ and $A$ is the $N \times N$ matrix with elements $a_{ij}$ for all $i, j$.

We now consider directed networks where $a_{ij} \neq a_{ji}$ for some $i, j$. In this case, the underlying graph $G$ is called balanced if $\sum_{j=1}^{N} a_{ij} = \sum_{j=1}^{N} a_{ji}$ for all $i$. In a balanced graph, the total weight of edges entering a node (agent) and leaving the same node are equal for all nodes. Assuming that the underlying graph $G$ is directed but balanced, the collective dynamics in (8) converge to the average of the initial states of all agents as shown in (12).

A consensus protocol is an iterative method that provides the group with a common coordination variable. Network design problems for achieving faster consensus algorithms have attracted considerable attention from a number of researchers. The graph Laplacians and their spectral properties are important graph-related matrices that play a crucial role in the convergence analysis of consensus algorithms. The distributed consensus algorithm in (8) guarantees convergence to an agreement if the underlying network topology $G$ is a connected graph; however, in a disconnected network, it is impossible for all nodes to reach an agreement.

It is worth mentioning that the second smallest eigenvalue $\lambda_2$ of the graph Laplacian $L$, called algebraic connectivity, quantifies the quality of the consensus algorithm. Therefore, network connectivity affects the performance and the robustness of a system of networked agents. It is important for the agents to act in coordination with the other agents. To achieve coordination, individual agents do not need to share information; rather, they must be aware of the actions of other agents. In order to achieve a certain level of convergence and robustness in a dynamically changing environment, an appropriate network protocol must, therefore, be designed. A consensus protocol is an interactive method that satisfies this need by providing the group with a common coordination variable.

A challenging issue is to analyze the diffusion process with a dynamic network topology that is time-varying, including subjects such as ad-hoc networks and synchronization of mobile agents. In the last several years, flocks of mobile agents have attracted significant attention (Vicsek, 1995). Efforts have been made to understand how a group of autonomous moving agents, such as flocks of birds or crowds of people, can form clustered groups without centralized coordination.

Such research is motivated by recent advances in communication and computation, as well as links to problems in social dynamics. Some problems have also been studied in ecology and theoretical biol-
ogy, in the context of animal aggregation and social cohesion (Buchanam, 2007). The role of consensus algorithms in particle-based flocking is for an agent to achieve matching velocity with respect to its neighbors. Flocks are networks of dynamic systems with a dynamic topology. This topology is a proximity graph that depends on the state of all agents and is determined locally for each agent; i.e., the topology of flocks is a stated dependent graph.

It has been shown that flocking behavior results from a class of local control laws for the collection of agents. Flocking can occur when local action exploits the network properties of the underlying interconnections among agents. Exploiting modern results from algebraic graph theory, these properties are directly related to the topology of the network through the eigenvalues of the graph Laplacian; such an algorithm is possible using local control action agents that exploit the network properties of the underlying interconnection among agents. Network connectivity affects the performance and the robustness of a system of networked agents.

One approach is to keep the weights fixed and design the topology of the network to achieve a relatively high degree of algebraic connectivity. A randomized algorithm for network design is proposed based on random rewiring that led to creation of the celebrated small-world model. The random rewiring of existing links of a network gives rise to considerably faster consensus algorithms, due to a multiple orders of magnitude increase in the algebraic connectivity of the network compared to a lattice type nearest-neighbor graph (Jackson & Yariv, 2008).

A reasonable conjecture is that a small-world network should result in a good convergence speed for self-organization consensus problems due to its low average pair-wise path length, which should increase the speed of information diffusion in the system. This leads to a slight increase in the algebraic connectivity of the network, which is a measure of the speed of convergence of consensus algorithms (Figure 3) (Motter, 2005).

**SUMMARY**

The diffusion process enhances an innovation via the feedback of information about the innovation’s utility across different users; this feedback can then be used to improve the innovation. This aspect is similar to the micro-macro loop, which is an essential part of emergence. In this chapter, we provided an overview of research that examines how social network structure impacts emergent properties in diffusion processes. Most human social activities are substantially free of centralized management, and although people may care about the end result of the aggregate, individuals’ decisions and behaviors are typically motivated by self-interest. To make the connection between microscopic behavior and macroscopic
patterns of interest, we should look at the system of interactions among agents—this can be described as the interaction topology. We focused on the stylized facts of macroscopic emergent phenomena that are results of the bi-directional interactions. Social network topologies determine a basic and important form of social interaction among agents, and microscopic behaviors of agents largely determine the diffusion patterns observed at the macroscopic level.

Many diffusion processes are progressive in the sense that once a node switches from state A to state B, it remains with B in all subsequent time steps. It was shown that scale-free networks with hub nodes foster diffusion. The other type of diffusion is a non-progressive process in which, as time progresses, nodes can switch from state A to B or from B to A, depending on the states of their neighbors. In the case of a non-progressive process such as innovation, diffusion processes largely determine individual decisions. In this case, exponential networks with many mid-size hub nodes foster diffusion, as demonstrated by the epidemic and rumor models. We also gave a brief overview of the consensus and synchronization processes that relate to the emergence of coherent patterns by emphasizing the underlying network topology. In this case, a network with a balanced underling network topology is necessary for the emergence of coordination.

As a result, we now have a better understanding of the emergent properties of desirable aggregate process. How humans act is often influenced by friends, acquaintances or neighbors; social networks, in other words, are an important form of social interaction. We conclude that topological properties of networks should be derived from the dynamics from which the networks were created. A large number of interactions is not enough to guarantee emergence. In some cases, the diffusion process may need to reach a certain critical mass—a combined threshold of diversity, organization and connectivity—before desirable emergent properties appear.
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ABSTRACT

Automatic programming is the method in which a computer program is constructed automatically based on the specification of goals which are to be realized. This chapter describes one of the methods for automatic function approximation (as a form of automatic programming) – ant colony programming (ACP). It is based on ant colony system (ACS) as a new method for solving approximation problems. While solving these problems by ACP two approaches are used: the expression approach and the program approach. Several improvements of this method are presented, including the elimination of introns, the use of a structure similar to the candidate list introduced in ACS, and parameter-tuning. The chapter first describes ACS and introduces the problem of symbolic regression. Then, ACP is defined. After that, improvements of ACP are presented. The main objective of the chapter is to give an overview of the published results of studies carried out on ACP, while at the same time present a new idea in the process of parameter-tuning.

INTRODUCTION

Automatic programming makes it possible to avoid the tedious task of creating computer programs. In automatic programming, the program is obtained by first specifying the goals which are to be realized by the program. Then, based on this specification, the program is constructed automatically.

This chapter describes the idea of one of the methods for automatic function approximation (as a form of automatic programming) – Ant Colony Programming (ACP). ACP is based on Ant Colony System (ACS). It has been introduced in Boryczka (2002), Boryczka & Czech (2002) and Boryczka,
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Czech & Wieczorek (2003), and was mentioned in Engelbrecht (2005) as a new approach for solving approximation problems. While solving these problems by ACP two approaches are used. In the first, the expression approach, an approximating function in the form of an arithmetic expression written in the Polish (prefix) notation, is constructed. In the second, the program approach, the desired approximating function is built as a computer program, i.e. a sequence of assignment instructions which evaluates the function. In many cases, this method may outperform other ones (see Boryczka (2006)).

There are several similar proposals on the use of ACS for symbolic regression, but they deal with this problem in a different way. In Ant Programming (Roux, 2000; Chen, 2004), each ant builds and modifies expressions using a tree structure. Each node of the tree stores pheromone for all symbols (terminals and functions) and expressions are constructed based on the amount of pheromone for individual symbols. A second method, AntTAG (Abbass, 2002), combines ACS with Grammar-Guided Genetic Programming (GGGP). This is a hybrid approach which takes advantages of Tree-adjunct Grammar (TAG) representation and the search strategy of ACS. It uses a pheromone table, which is a two-dimensional table with entries containing the amount of pheromone deposited by ants while they construct their solutions. Finally, the Generalized Ant Programming (GAP) (Keber, 2002) uses a formal language specified by the context-free grammar. Expressions of the language are paths visited by the ants (sequences of terminal symbols and the corresponding derivation steps), where ants deposit their pheromone.

The chapter presents ACP as well as several improvements of the standard method. One of them is eliminating the so called introns which arise while generating solutions (Boryczka, 2005). As introns are the excerpts (sequences of symbols or instructions) which do not influence the quality of approximation, they should be eliminated, because they complicate the structure of solutions and increase the evaluation time.

The second improvement is the use of the specimen list, a structure similar to the candidate list, introduced in ACS. It allows the reduction of the algorithm’s execution time and improves the quality of the results (Boryczka, 2008).

Another problem lies in the process of parameter-tuning of ACP. There are two kinds of parameters: quantitative parameters inherited from ACS, and qualitative parameters, characteristic of the described method. All of them should be tuned as fine as possible to obtain good (maybe exact) solutions.

The chapter gives a summary of the results of studies carried out on ACP (Boryczka, 2002; Boryczka & Czech, 2002; Boryczka, Czech & Wieczorek, 2003; Boryczka, 2005; Boryczka, 2006; Boryczka, 2008), while at the same time presents a new idea in the process of parameter-tuning. The organization of the chapter is as follows. First, ACS is described and the problem of symbolic regression is introduced. Then, ACP is defined as a method adapting ACS to solve the problem of function approximation (symbolic regression). After that, improvements of ACP are presented. They are: eliminating of introns, the use of the specimen list and finally – automatic tuning of the parameters of ACP. Conclusions recapitulate the chapter.

ANT COLONY SYSTEM

Ant Colony System (ACS), nowadays a part of the ant colony optimization metaheuristic (Cordón, Herrera & Stützle, 2002), is derived from the research on systems inspired by the behavior of real ants. It was originally proposed by Dorigo, Maniezzo and Colomi (1991) as an ant system for solving the
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traveling salesman problem. ACS is inspired by the behavior of colonies of real ants, therefore artificial ants used in ACS have some features similar to the behavior of real ants, e.g.:

- Choice of a route for an artificial ant depends on the amount of pheromone – a chemical substance deposited by an ant,
- Artificial ants co-operate in order to achieve the best result,
- Artificial ants move in a random fashion.

Additionally, in the artificial ACS the following assumptions are made:

1) Each artificial ant in the ACS has a limited memory, called the tabu list, in which e.g. a set of visited cities for the traveling salesman problem is stored.
2) Artificial ants are not completely blind. They move in accordance with some probability function determining the next move. Like in real ant colonies, it depends on the parameters corresponding to the distance of the colony’s nest from a source of food, and the amount of (artificial) pheromone deposited on the route.
3) Artificial ants live in an environment in which time is discrete.

The aim of a single ant in the traveling salesman problem is to find a salesman’s tour in the graph, whose nodes are the cities and with the edges connecting the cities initialized with some amount of pheromone trail, \( \tau_0 \). Each ant located at time \( t \) at city \( i \) makes the decision regarding the next city on its tour using a probability rule of transfer. For this goal it generates a random number \( q \), \( 0 \leq q \leq 1 \). If \( q \leq q_0 \), where \( q_0 \) is a parameter of the algorithm, then the best available edge is chosen. Otherwise the edge is chosen in a random fashion:

\[
j = \begin{cases} 
\arg \max_{S} \{ \tau_{ij}(t)[\eta_{ij}]^\beta \} & \text{if } q \leq q_0 \text{ (exploitation)}, \\
S & \text{otherwise (exploration)}, 
\end{cases}
\]

where \( \tau_{ij}(t) \) is the amount of pheromone trail on edge \( (i,j) \) at time \( t \), \( \eta_{ij} \) is the visibility of city \( j \) from city \( i \) and equals \( \frac{1}{d_{ij}} \), where \( d_{ij} \) is the distance between cities \( i \) and \( j \), \( \beta \) is a parameter which controls the relative weight of the pheromone trail and visibility, and \( S \) is a city drawn by using the probabilities:

\[
p_{ij}^k(t) = \begin{cases} 
\frac{\tau_{ij}(t) [\eta_{ij}]^\beta}{\sum_{r \in J_i^k} [\tau_{ir}(t) [\eta_{ir}]^\beta]} & \text{if } j \in J_i^k, \\
0 & \text{otherwise},
\end{cases}
\]
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where \( J^k_i \) is the set of the cities to which ant \( k \) can move when being located in city \( i \) (i.e. the set of unvisited neighbor cities).

After having found a salesman’s tour, an ant deposits pheromone information on the edges through which it travelled. It constitutes a local update of the pheromone trail, which also comprises partial evaporation of the trail. The local update proceeds according to the formula:

\[
\tau_{ij}(t + 1) = (1 - \rho)\tau_{ij}(t) + \rho \tau_0,
\]

where \( 1 - \rho, \rho \in (0,1) \), is the pheromone decay coefficient, and \( \tau_0 \) is the initial amount of pheromone on edge \((i, j)\).

After all ants have completed their tours, a global update of pheromone trail takes place. The level of pheromone is then changed as follows:

\[
\tau_{ij}(t + n) = (1 - \rho)\tau_{ij}(t) + \rho \frac{1}{L},
\]

where edges \((i, j)\) belong to the shortest tour found so far, and \( L \) is the length of this tour.

On the updated graph, the consecutive cycles of the ant colony algorithm are carried out. The number of cycles is the parameter of the algorithm. The output of the algorithm is the shortest salesman tour found by the ants during the whole experiment.

**SYMBOLIC REGRESSION**

Symbolic regression (i.e. function identification) (Koza, 1992) involves finding a mathematical expression, in a symbolic form, that provides a good, best, or perfect fit between a given finite sampling of values of the independent variables and the associated values of the dependent variables. That is, symbolic regression involves finding a model that fits a given sample of data. When the variables are real-valued, symbolic regression involves finding both the functional form and the numeric coefficients for the model.

The object of the search is a symbolic description of a model, not just a set of coefficients in a pre-specified model. This is in sharp contrast with other methods of regression, where a specific model is assumed and often only the complexity of this model can be varied. Thus, symbolic regression differs from conventional linear, quadratic, or polynomial regressions, which merely involve finding the numeric coefficients for a function whose form (linear, quadratic, or polynomial) has been pre-specified.

The regression task can be specified with a set of input, independent variables \( X \) and a desired output, dependent variable, \( y \). The object of the search is then to approximate \( y \) using \( X \) and coefficients \( W \) such that:

\[
y = f(X, W) + \varepsilon
\]
where $\varepsilon$ represents a noise term. With standard regression techniques the functional form $f$ is pre-specified. Using linear regression for example, $f$ would be:

$$f(X, W) = w_0 + w_1x_1 + \ldots + w_nx_n$$

where the coefficients $W$ are found using least square regression.

In contrast with these techniques, genetic programming, ACP and similar methods applied to the task of symbolic regression do not use a pre-specified functional form. They use low-level primitive functions. These functions can be combined to specify the full function. Given a set of primitive functions $h_1, \ldots, h_u$ taking one argument, and a set of functions $g_1, \ldots, g_v$ taking two arguments, the overall functional form induced by the mentioned methods can take a variety of forms. The functions $H$ and $G$ are usually standard arithmetic functions such as addition, subtraction, multiplication and division but could also include trigonometric, logical, and transcendental functions. An example function could be:

$$f(X, W) = h_1(g_2(g_1(x_3, w_1), h_2(x_1)))$$

However, any legal combination of functions and variables can be obtained. This particular function filled with some concrete primitive functions for the abstract symbols $h$ and $g$ can lead to the expression:

$$f(X, W) = \log((x_3 + w_1)\cdot\sin(x_1))$$

The object of the search is then a composition of the input variables, coefficients and primitive functions such that the error of the function with respect to the desired output is minimized. The shape and the size of the solution is not specified at the outset of the optimization (although typically a maximum size is given) and is another object of the search. The number of coefficients to use and the values they take is another issue that is determined in the search process itself.

Thus, the advantage of methods inducing symbolic expressions on data over standard regression methods is that the search process works simultaneously on both the model specification problem and the problem of fitting coefficients. Symbolic regression would therefore appear to be a particularly valuable tool for the analysis of experimental data where the specification of the strategic function used is often difficult and may even vary over time.

The main automated method for symbolic regression is Genetic Programming (Koza, 1992). This is one of the techniques in the field of genetic and evolutionary computation which also includes other techniques such as genetic algorithms, evolution strategies, evolutionary programming, grammatical evolution, and machine code (linear genome) genetic programming.

**ANT COLONY PROGRAMMING**

Ant Colony Programming (ACP) is based on the idea of ACS (Dorigo & Gambardella, 1997; Dorigo, Maniezzo & Coloni, 1991) for solving the problem of symbolic regression (in the meaning of Koza
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ACP has been described in several works, e.g. Boryczka (2002), Boryczka (2005), Boryczka (2006), and Boryczka (2008), and is also considered by Engelbrecht (2005). There are two approaches in ACP, referred to as the expression approach and the program approach. In the first, ants create arithmetic expressions in the prefix (Polish) notation, while in the second, expressions are built in the form of a sequence of simple assignment instructions.

Expression Approach

In the expression approach, ACP is applied for generating arithmetic expressions which are represented in the prefix notation. ACS as the basis of ACP is modified in the way given below:

1. The components of graph $G = (N, E)$ have the following meaning: $N$ is the set of nodes, where each node represents either a terminal symbol (including variables), or a function of an arithmetic expression; $E$ is the set of edges representing branches between the parts of an arithmetic expression given in the form of the tree.

2. The probability of moving ant $k$ located in node $r$ to node $s$ in time $t$ equals:

$$p_{rs}^k(t) = \frac{\tau_{rs}(t) \cdot [\gamma_s]^d}{\sum_{i \in I_r} [\tau_{ri}(t)] [\gamma_i]^d}$$

Here, $\gamma_s = \left(\frac{1}{2 + \pi_s}\right)^d$, where $\pi_s$ is the power (arity) of symbol $s$ which can be either a terminal symbol ($\pi_s = 0$) or a function ($\pi_s = 1$ for functions with one argument, $\pi_s = 2$ for operators and functions with two arguments), and $d$ is the current length of the arithmetic expression. The consequence of the definition of $\gamma_s$ is that in the process of generating an expression, symbols of large power $\pi_s$ are preferred when the expression is short. Otherwise, when the expression is long, i.e. of large $d$, symbols of small power are preferred – this guarantees that the generated expression closes shortly (this protects expressions from growing too much).

During the creation process, one has to determine if the expression is closed, i.e. if it can be evaluated. An expression is closed if all its functions have their arguments in the form of terminal symbols or closed expressions; otherwise it is open. For example, the expression:

$$+ \times - x / - 1 x 5 x 5$$

is closed and can be evaluated (it represents $\left(x - \frac{1-x}{5}\right)x + 5$ in the infix notation), whereas the expression:

$$+ \times - x / - 1 x 5 x$$

is open.
is open, since the function (operator) “+” does not have its right argument, so evaluation of this expression is unfeasible.

There are two versions of this approach: with or without the tabu list. If the tabu list is used, it holds the information about the path pursued in the graph. It prevents the ants from visiting the nodes of the graph more than once. If the list is absent, multiple occurrences of a node in the expression are not prohibited. Thus, in the first version of ACP, \( N \) is, in fact, a multi-set. A terminal symbol or a function must be represented in \( N \) several times because these symbols may occur in a generated expression several times as well.

For example, using the set of functions:

\( \{1, 2, 10, x, +, -, *, /\} \)

the following result may be obtained:

\[
/ - + + 10 \ x \ * + \ * \ x \ * \ 1 \ * \ 1 - 10 \ 1 \ 2 \ 1 \ 2 + \ * \ x \ x \ * \ 2 \ 1
\]

which (after optimization) represents the expression:

\[
y = \frac{10x + 1}{x^2 + 2}
\]

**Program Approach**

In the program approach, the ACP system creates an approximating function in the form of a sequence of assignment instructions. The elements of the system are as follows:

1. The nodes of the graph \( G = (N, E) \) represent the assignment instructions out of which the desired program is built. The instructions comprise the terminal symbols, i.e. constants, input and output variables, temporary variables and functions. The edges of the graph, \((i, j) \in E\), indicate the instructions (represented by nodes \( j \)) which can expand the program, while its last instruction is the one represented by the node \( i \).
2. The probability of moving ant \( k \) located in node \( r \) to node \( s \) in time \( t \) equals:

\[
p_{rs}^{k}(t) = \frac{\tau_{rs}(t) \cdot [\psi_s]^3}{\sum_{v \in \delta_i} [\tau_{ri}(t) \cdot [\psi_i]^3].}
\]

Here, \( \psi_s = \frac{1}{e} \), where \( e \) is an approximation error given by the program after being expanded by the instruction represented by node \( s \). The approximation error is computed based on the raw fitness func-
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\[ r_i = \sum_{j=1}^{n} \left| W_{i,j} - C_j \right| \]

where \( W_{i,j} \) is the value returned by the \( i \)-th program for the \( j \)-th test, \( C_j \) is the correct answer for test \( j \), and \( n \) is a number of tests.

As in the expression approach, the tabu list may be present or absent. If it is used, set \( N \) of instructions must include several nodes representing the same instruction. The process of program generation consists of expanding the program by consecutive instructions taken from set \( N \). When the tabu list is exploited, not all instructions from set \( N \) need to be used. If the current program gives the approximation error equal to 0, the generation process completes. If all the instructions from set \( N \) have been exhausted and no exact solution has been found, one may accept a current program, or repeat the generation process with the modified values of the parameters, including, perhaps, the set \( N \) of instructions.

When the tabu list is absent, a program is generated as long as its quality (the approximation error) is not satisfactory and the assumed length of the program is not achieved.

A sample set of instructions used for program generation is shown in Table 1 (as mentioned before, each instruction may appear in set \( N \) more than once; e.g. if every instruction appeared 5 times, this sample set \( N \) would contain 100 instructions).

The instructions consist of constants, input variable \( x \), the temporary variables \( a \), \( b \) and \( c \), the output variable \( y \), and functions. A sample program generated by using set \( N \) is shown in Table 2a) and this program after optimization is shown in Table 2b). It represents the expression:

\[ y = \frac{x + 1}{x^2 + 2} \]

EXPERIMENTS

This section briefly describes some illustrative examples comparing the results obtained by ACP with other approaches. The detailed description of the experiments can be found in several previous works.

Table 1. Exemplary set of instructions

<table>
<thead>
<tr>
<th></th>
<th>Instruction</th>
<th></th>
<th>Instruction</th>
<th></th>
<th>Instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( a = x + 1 )</td>
<td>8</td>
<td>( y = a / b )</td>
<td>15</td>
<td>( y = a * b )</td>
</tr>
<tr>
<td>2</td>
<td>( b = x + 1 )</td>
<td>9</td>
<td>( y = b + c )</td>
<td>16</td>
<td>( a = x * c )</td>
</tr>
<tr>
<td>3</td>
<td>( c = a * b )</td>
<td>10</td>
<td>( a = 10 * x )</td>
<td>17</td>
<td>( y = c + 2 )</td>
</tr>
<tr>
<td>4</td>
<td>( a = b + 1 )</td>
<td>11</td>
<td>( b = a * x )</td>
<td>18</td>
<td>( c = b + 2 )</td>
</tr>
<tr>
<td>5</td>
<td>( b = 10 * a )</td>
<td>12</td>
<td>( c = 2 * x )</td>
<td>19</td>
<td>( a = c + 2 )</td>
</tr>
<tr>
<td>6</td>
<td>( c = a + 2 )</td>
<td>13</td>
<td>( y = b / c )</td>
<td>20</td>
<td>( b = c / a )</td>
</tr>
<tr>
<td>7</td>
<td>( y = a * b )</td>
<td>14</td>
<td>( a = b + c )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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(e.g. Boryczka (2002) and Boryczka (2006)). The experiments considered different functions and methods published by their authors, e.g. Koza (1992), Jankowski (1999), Roux & Fonlupt (2000) and Sałustowicz (2003).

The exemplary functions are:

- \( F_1 = x^3 \cdot e^{-x} \cdot \cos x \cdot \sin x \cdot (\sin^2 x \cdot \cos x - 1) , \)
- \( F_2 = (1 + x^{0.5} + y^{-1} + z^{-1.5})^2 . \)

These functions were approximated using the following methods:

- \( F_1 \) — ACP, Genetic Programming (GP), the method by Salustowicz (2003) called Probabilistic Incremental Program Evolution (PIPE), and Ant Programming (AP) by Roux & Fonlupt (2000),
- \( F_2 \) — ACP, GP, PIPE, and Incremental Neural Network by Jankowski (1999).

All methods were first run on a training set (101 equidistant points in the interval \( (0.0;10.0) \) for \( F_1 \) and 216 randomly generated points of range \( (1.0;6.0) \) for \( F_2 \), and then the results were verified on a testing set (101 equidistant points in the interval \( (0.05;10.05) \) for \( F_1 \) and 115 randomly generated points

Table 2. a) Program generated by the ACP; b) Program after optimization

<table>
<thead>
<tr>
<th></th>
<th>a)</th>
<th></th>
<th>b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>c = 2 * x</td>
<td>12</td>
<td>a = b + 1</td>
</tr>
<tr>
<td>2</td>
<td>c = a * b</td>
<td>13</td>
<td>a = x * c</td>
</tr>
<tr>
<td>3</td>
<td>c = b + 2</td>
<td>15</td>
<td>b = x * x</td>
</tr>
<tr>
<td>4</td>
<td>a = b + 1</td>
<td>17</td>
<td>y = a + b</td>
</tr>
<tr>
<td>5</td>
<td>y = a / b</td>
<td>19</td>
<td>y = c + 2</td>
</tr>
<tr>
<td>6</td>
<td>y = c + 2</td>
<td>21</td>
<td>b = x + 1</td>
</tr>
<tr>
<td>7</td>
<td>b = x * x</td>
<td>23</td>
<td>a = 10 * x</td>
</tr>
<tr>
<td>8</td>
<td>y = a * b</td>
<td>25</td>
<td>a = b + c</td>
</tr>
<tr>
<td>9</td>
<td>y = a * b</td>
<td>27</td>
<td>a = x + 1</td>
</tr>
<tr>
<td>10</td>
<td>a = b + 1</td>
<td>29</td>
<td>a = 10 * x</td>
</tr>
<tr>
<td>11</td>
<td>a = b + 1</td>
<td>31</td>
<td>y = a / b</td>
</tr>
<tr>
<td>12</td>
<td>b = a * x</td>
<td>33</td>
<td>y = b / c</td>
</tr>
</tbody>
</table>
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of range \( \{1.0; 6.0\} \) for \( F_2 \). Such a setting, adopted by other researchers, allowed the comparison of our results with the results cited in the literature. For every experiment the absolute error (AE):

\[
AE = \sum_{j=1}^{n} |W_j - C_j|
\]

and/or the average percentage error (APE):

\[
APE = \frac{1}{n} \sum_{j=1}^{n} \left| \frac{W_j - C_j}{C_j} \right| 100%,
\]

Table 3. ACP parameters’ values

<table>
<thead>
<tr>
<th>Function ( F_1 )</th>
<th>Parameter</th>
<th>Expression approach</th>
<th>Program approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>without TABU</td>
<td>with TABU</td>
<td>without TABU</td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>( \beta )</td>
<td>1</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>( q_0 )</td>
<td>0.1</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>( \rho )</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Function ( F_2 )</th>
<th>Parameter</th>
<th>Expression approach</th>
<th>Program approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>without TABU</td>
<td>with TABU</td>
<td>without TABU</td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.00001</td>
</tr>
<tr>
<td>( \beta )</td>
<td>1</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>( q_0 )</td>
<td>0.1</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>( \rho )</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

| Common parameters | \( \text{No. of ants} \) | 100 | 100 | 100 | 100 |
|                  | \( \text{No. of cycles} \) | 100000 | 100000 | 100 | 100 |
|                  | \( \text{No. of steps} \) | — | — | 100 | — |
(where $W_{ij}$ is the value returned by the $i$-th solution for the $j$-th test, $C_j$ is the correct answer for test $j$, and $n$ is the number of tests) were computed (according to the literature). The parameters’ values of ACP were computed during the initial experiments and are presented in Table 2. The sets of functions, operators, variables and constants were:

- $F_1: \{x, N, \sin, \cos, \exp, \ln, +, -, *, /\}$,
- $F_2: \{x, y, z, 1, (\ )^2, (\ )^3, \sqrt{\ (\ )}, \frac{1}{(\ )}, +, -, *, /\}$,

and, in the program approach, 3 temporary variables were used (Table 3).

The results of the experiments are summarized in Table 4. The methods are abbreviated as follows: GP — Genetic Programming, AP — Ant Programming, PIPE — Probabilistic Incremental Program Evolution, IncNet — Incremental Neural Network, ACPET — ACP with expression approach and with tabu list, ACPENT — ACP with expression approach and without tabu list, ACPPT, ACPPNT — ACP with program approach with and without tabu list respectively.

The experiments showed that ACP gives good results and, in many cases, outperforms other methods. It is very important that ACP is able to construct exact solutions (errors equal to 0.0007 and 0.0006 are floating-point round-off error).

**Table 4. Results of experiments**

<table>
<thead>
<tr>
<th>Function $F_1$</th>
<th>Method</th>
<th>AE (training)</th>
<th>AE (testing)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GP</td>
<td>17.87</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>14.82</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>ACPPT</td>
<td>8.98</td>
<td>8.97</td>
</tr>
<tr>
<td></td>
<td>PIPE</td>
<td>0.90</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>ACPENT</td>
<td>0.78</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>ACPET</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>ACPPNT</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Function $F_2$</td>
<td>ACPPT</td>
<td>0.0007</td>
<td>0.0006</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Function $F_2$</th>
<th>Method</th>
<th>APE (training)</th>
<th>APE (testing)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACPPT</td>
<td>0.0007</td>
<td>0.0006</td>
</tr>
<tr>
<td></td>
<td>ACPET</td>
<td>0.0007</td>
<td>0.0006</td>
</tr>
</tbody>
</table>
INTRONS

Introns are sections of DNA within a gene that do not encode part of the protein that the gene produces, and are spliced out of the mRNA that is transcribed from the gene before it is exported from the cell nucleus. The regions of a gene that remain in the spliced mRNA are called exons (Lakatos, 1978). Therefore, introns are defined as non-coding DNA sequences performing (probably but not certainly) control and stabilizing functions. Moreover, they are devoid of any piece of information concerning the protein structure (Solomon, Berg, Martin & Villee, 1996).

The benefits and vices of introns in evolutionary computation have been widely debated (Carbajal & Martinez, 2001; Eggermont, Kok & Kosters, 2004; Iba & Terao, 2000; Luke, 2000; O’Neill & Nicolau, 2001; Smith 2000). Also, the taxonomy of introns in genetic programming is defined. It includes hierarchical introns, horizontal or transient introns and asymptotic introns including the subcategory of incremental fitness introns.

ACP is not an evolutionary approach, but the similarities in the methods can be observed. In ACP, from the resulting expressions and programs, one can find excerpts (sequences of symbols or instructions) which do not influence the quality of approximation. This situation may be observed both in the expression and program approaches.

In the expression approach, ants attach consecutive elements (operators or terminals) using the transition rule which takes into consideration the actual length of the expression without possibility of evaluation (commonly, expressions are opened so they cannot be evaluated at all). Thus, the resulting expressions may include fragments, whose utility may be judged only after the expression is completed (closed) and may be evaluated. Very often, these fragments may be superfluous, similar to introns, e.g. multiplication or division by 1, the occurrence of an even number of unary minuses or negations, etc. The example of introns in the expression approach of ACP is shown in Figure 1.

In the program approach, there are stepwise changes in error while attaching instructions to the generated program (a new value of the error arises when an instruction assigning a value to the output variable is attached). Therefore, between these changes one is not able to determine the meaning of attached instructions, i.e. their influence on the quality of the generated program. So, within the generated programs, one can observe the structures similar to introns known from nature (Figure 2).

Furthermore, sub-expressions with the constant value (e.g. “+12”), expressions of value 0 (e.g. “*0x”, “−x.x”) may occur within generated solutions in the expression approach, and a similar situation may be observed in the program approach. All these superfluous fragments should be identified.

Figure 1. Introns in ACP with the expression approach
and removed, and such a process may be called post-processing as it may be executed after the set of solutions (expressions or programs) has been found.

Many experiments with functions of different form and different number of variables were performed. The benefit of eliminating introns was evaluated and the results show that the introns may be observed in expressions and programs generated by ACP very often – they constitute a significant part of the solutions’ code. Table 5 shows how profitable it is to eliminate introns and perform post-processing (Boryczka, 2005). For example, in the program approach about 96% instructions may be eliminated from the solution generated by an ant, and the evaluation time of such an expression is reduced by about 75% after its optimization.

Introns may be observed as a typical (general) case both in the expression approach and the program approach, and they constitute a significant part of the generated expressions and programs. The elimination of introns improves readability of the solutions and decreases their evaluation time. Additionally, introns are an important part of solutions while local and global pheromone updating rules are executed. Therefore, as in nature, introns may influence the overall performance of ACP, so they should be eliminated after the main ACP algorithm finishes.

THE SPECIMEN LIST

In solving the traveling salesman problem with ACS, the set of cities that each ant chooses from may become excessively large. This causes ACS to devote much execution time to evaluating the transition rule (which city to add to the solution). Computational time can be significantly reduced by using a candidate list (Gambardella & Dorigo, 1996). It contains for ant \( N \) at node \( a = x + 1 \), a set of promising nodes (of size \( cl \) – the algorithm’s parameter) and these nodes are evaluated first. Only when this list is empty, the other nodes are evaluated.

![Figure 2. Introns in ACP with the program approach](image)

<table>
<thead>
<tr>
<th>Expression approach</th>
<th>Program approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>introns</td>
<td>introns</td>
</tr>
<tr>
<td>introns and post-processing</td>
<td>introns and post-processing</td>
</tr>
<tr>
<td>SIZE</td>
<td></td>
</tr>
<tr>
<td>14%</td>
<td>40%</td>
</tr>
<tr>
<td>EVALUATION TIME</td>
<td></td>
</tr>
<tr>
<td>25%</td>
<td>75%</td>
</tr>
</tbody>
</table>
ACP with the tabu list may exploit a similar idea. If, in the program approach, the tabu list is present, each instruction must be represented in set $+$ several times, because it may occur in a generated program several times as well. An ant completing a program does not have to distinguish elements within this set of identical instructions. Therefore, the ant may calculate the transition rule for the set of unique instructions only. This idea is similar to the candidate list mentioned before. Such a list includes only unique instructions (promising nodes) so that computational time can be reduced as in ACS with the candidate list.

In the expression approach, a similar structure, i.e. the specimen list, may be exploited. Here, each ant puts together its solution completing the expression in prefix notation using elements from set $b = x + 1$ of terminals and functions. If the tabu list is present, set (multi-set) 1 must contain more than one copy of each element, because the sets of expressions built from unique components are extremely small. So, similar to the program approach, the specimen list contains unique instances of terminals and functions.

ACP with the specimen list is shown from Figure 3 and Table 6. When it is used, an ant chooses elements needed to construct a solution from the set of unique instructions (functions), whereas, while the specimen list is not concerned, the ant takes into consideration all available elements.

Experiments performed with the use of the specimen list showed that it causes a significant reduction in the number of tests performed by the ants, even though, in some cases, the number of cycles needed to obtain the best solution grows. It also improves the quality of results generated by the ants: the minimal APE as well as the average APE are of smaller values. This may be observed especially in the expression approach. Table 7 shows the results of the experiments performed for exemplary functions:

$$F_1 : y = x^3 - 3x^2 - 4x + 3$$

$$F_2 : y = (1 + \sqrt{u} + \frac{1}{v} + \frac{1}{\sqrt{w^3}})^2$$

---

**Figure 3. ACP without and with the specimen list**

![Diagram showing ACP without and with the specimen list](image)
In summary, the specimen list is very useful. It reduces the time of constructing solutions and may help to generate solutions with smaller values of errors as well.

Table 6. Set of instructions/operators with the specimen list

<table>
<thead>
<tr>
<th>No.</th>
<th>Instructions</th>
<th>Operators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$b = x + 1$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>$a = b + 1$</td>
<td>$x$</td>
</tr>
<tr>
<td>3 (2’)</td>
<td>$b = 10 \times a$</td>
<td>*</td>
</tr>
<tr>
<td>4</td>
<td>$c = a + 2$</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>$a = b + 1$</td>
<td>$x$</td>
</tr>
<tr>
<td>6</td>
<td>$y = b / c$</td>
<td>/</td>
</tr>
<tr>
<td>7 (4’)</td>
<td>$b = 10 \times a$</td>
<td>*</td>
</tr>
<tr>
<td>8</td>
<td>$c = a + 2$</td>
<td>2</td>
</tr>
<tr>
<td>9 (5’)</td>
<td>$y = b / c$</td>
<td>/</td>
</tr>
<tr>
<td>10 (6’)</td>
<td>$F_1: y = x^3 - 3x^2 - 4x + 3$</td>
<td>$F_2: y = (1 + \sqrt{u} + \frac{1}{v} + \frac{1}{\sqrt{w^3}})^2$</td>
</tr>
<tr>
<td>11 (8’)</td>
<td>$F_1^*$</td>
<td>$F_2^*$</td>
</tr>
</tbody>
</table>

Table 7. Results of using the specimen list for exemplary functions

<table>
<thead>
<tr>
<th>Function</th>
<th>Candidate list</th>
<th>Average number of test</th>
<th>Number of cycles</th>
<th>Error (APE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>cycle</td>
<td>experiment</td>
<td>minimal</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>absent</td>
<td>339</td>
<td>2979175</td>
<td>2918</td>
</tr>
<tr>
<td></td>
<td>present</td>
<td>148</td>
<td>1803916</td>
<td>1209</td>
</tr>
<tr>
<td>$q_0$</td>
<td>absent</td>
<td>543</td>
<td>15480377</td>
<td>4086</td>
</tr>
<tr>
<td></td>
<td>present</td>
<td>198</td>
<td>3551677</td>
<td>7653</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>absent</td>
<td>717</td>
<td>17366</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>present</td>
<td>212</td>
<td>5458</td>
<td>2</td>
</tr>
<tr>
<td>$q_0$</td>
<td>absent</td>
<td>945</td>
<td>52878</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>present</td>
<td>268</td>
<td>20375</td>
<td>14</td>
</tr>
</tbody>
</table>
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TUNING OF THE PARAMETERS OF ACP

ACP, as an algorithm, is controlled by a set of parameters. They may be divided into two main groups:

- Parameters inherited from ACS; they may be described as quantitative parameters,
- Additional parameters, specific for ACP; they may be described as qualitative parameters.

The parameters of ACS (quantitative) are as follows:

- $\alpha \in (0;1)$ – the initial pheromone trail,
- $x_1' = \alpha x_1 + (1 - \alpha) x_2$ – the parameter controlling the choice: exploitation/exploration,
- $x_2' = \alpha x_2 + (1 - \alpha) x_1$ – the pheromone decay coefficient,
- $\tau_0$ – the relative importance of the pheromone trail and the heuristic information.

The parameters describing the performance of ACP (qualitative) are:

- for the expression approach: the set of constants, variables and functions (including operators),
- for the program approach: the set of simple assignment instructions built from the set of constants, variables (input variables, temporary variables, an output variable) and functions (including operators).

The values of these parameters determine decidedly the quality of solutions produced by ants. Therefore, they should be precisely tuned (quantitative parameters) and the qualitative parameters should be carefully defined. For this reason, different methods are used for tuning the parameters. Several of these methods may be applied to ACP, and some of them will be described:

- Tuning the quantitative parameters of ACP by means of the genetic algorithm (GA),
- Dynamic tuning of quantitative parameters on the run of the ACP algorithm,
- Determining the set of instructions for ACP (program approach) using ACS – double ACP.

TUNING OF THE PARAMETERS OF ACP USING GA

In this approach classic GA is used to solve the problem of tuning the ACP’s quantitative parameters. It may be described as follows:

```plaintext
procedure GeneticAlgorithm
begin
  t := 0
  CreationOfInitialPopulation( P(t) )
  EvaluationOfPopulation( P(t) )
  while ( not terminationCondition ) do
```
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\begin{verbatim}
begin
\texttt{t := t + 1}
P(t) := Selection( P(t-1) )
Crossover( P(t) )
Mutation( P(t) )
EvaluationOfPopulation( P(t) )
end
end
\end{verbatim}

The genome (individual) of GA represents a combination of parameters’ values (one value for each parameter) in a floating-point representation. The preferred values for parameters according to Boryczka (2006) are:

- $\beta q_0 \{0.5, 1, 3, 5, 7, 9, 15\}$,
- $\rho \alpha \in (0;1) \{0.1, 0.3, 0.5, 0.7, 0.9\}$,
- $\tau_0 x^r = x \pm \alpha x \{0.00001, 0.0001, 0.001, 0.01, 0.1\}$,
- $q_0 \text{Fit}_k = \frac{1}{1 + err_k} \{0.1, 0.3, 0.5, 0.7, 0.9\}$,

but any value from the featured range for the specific parameter is acceptable.

The crossover operator is implemented as arithmetical crossover performed in the following way:

1) Draw a pair of individuals.
2) Draw a parameter ($err_k$, $\text{Fit}_k$, $\tau_0$ or $q_0$).
3) Draw a number $\beta$.
4) Swap chosen parameter between parents producing offspring:
   - first individual: $\rho$,
   - second individual: $\tau_0$.
   If the preferred values of the parameters are required then replace the computed value with the nearest value from the appropriate set of values.
5) Replace parents with the produced offspring.

The mutation operator also exploits the floating-point representation of the chromosome. This operator acts as follows:

1) Draw an individual.
2) Draw the parameter that is to be mutated ($q_0$, $y = x^2$, $y = x$ or $y = \sqrt{x}$).
3) Draw a number $y = -x^2 + 1$.
4) Decide (randomly) if a parameter should be increased or decreased.
5) Perform the operation: $y = -x + 1$ depending on the decision taken at step 4).
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If the preferred values of parameters are required then replace the computed value with the nearest value from the appropriate set of values.

Evaluation of individuals (and the selection process — roulette-wheel selection) exploits a fitness function which is a crucial part of this approach. The value of the fitness function is computed by the ACP algorithm. The individual being subject to evaluation represents (contains) the set of parameters’ values, and these values in turn control the performance of the ACP algorithm. The error computed by ACP is used to evaluate the fitness function:

\[ y = -\sqrt{x} + 1, \]

where \( \tau_0 \) is the average error returned by ACP (after a defined number of experiments have been performed) for individual \( q_0 \), and \{x, u, v, 1, +, -, *, /, sqrt(), sqrt(), sin(), cos(), ln(), exp(),...\} is the value of its fitness function. Thus, ACP is in fact involved in the main loop of GA as a tool used by the fitness function.

Experiments (see Table 8) showed that this method generates values of essential parameters (\( \preceq, \varepsilon \) and \( \succeq \)) similar to those achieved using manual tuning in Boryczka (2006). Figure 4 presents how the approximation error of ACP diminishes and the population fitness of GA increases.

<table>
<thead>
<tr>
<th>Tuned parameter</th>
<th>Preferred values used</th>
<th>Whatever values used</th>
<th>Manual tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_y )</td>
<td>7</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>( y = a_0 + a_1 )</td>
<td>0,3</td>
<td>0,05</td>
<td>0,1</td>
</tr>
<tr>
<td>( I_{x_k} )</td>
<td>0,001</td>
<td>0,001</td>
<td>0,001</td>
</tr>
<tr>
<td>( k = 1, 2, \ldots, 1Z )</td>
<td>0,9</td>
<td>0,85</td>
<td>0,9</td>
</tr>
</tbody>
</table>

Figure 4. Exemplary results of experiments (approximation error and fitness)
DYNAMIC TUNING OF PARAMETERS

The second method concerning the tuning process of ACP’s quantitative parameters involves changing their values during an experiment. In order to do that, some functions describing the directions of changes are required. The functions are:

1) Increasing functions:
   - $IZ,$
   - $a_0 = a_0 + x_1,$
   - $I_{a_0},$
2) Decreasing functions:
   - $k = 1, 2, \ldots, IA,$
   - $IA,$
   - $a_0 = a_0 + a_1.$

As in the method described in the previous section, a wide range of experiments were performed. The experiments confirmed some conclusions as described in several papers, e.g. Birattari, Stützle, Paquete & Varrentrapp (2002); Cordón, Herren & Stützle (2002); Boryczka (2006), concerning the meaning and the significance of parameters. Figure 5 shows the ways the parameters change to achieve the best results of approximation by ACP. The conclusions of the process of dynamic tuning of the parameters are the following:

Figure 5. The ways of parameters’ changes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Way of changing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_0$</td>
<td>$y = \sqrt{x}$</td>
</tr>
<tr>
<td>$q_0$</td>
<td>$y = x$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$y = -\sqrt{x} + 1$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$y = -x + 1$</td>
</tr>
</tbody>
</table>
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- Monotonicity of parameters \( I_i, a_i = a_i + 1 \) and \( \eta_j \) shows the growing significance of the pheromone trail with the progress in ants’ learning process.
- Parameter

\[
\eta_j = \begin{cases} 
\max \left\{ \frac{1}{\text{APE}_{I_i}}, \frac{\text{Hits}(T(I_j))}{n} \right\} & \text{when } I_j \in \mathcal{I}_k \land \exists \mathcal{I}_j \in \mathcal{I}_k \\
\eta_0 & \text{otherwise}
\end{cases}
\]

changes according to the expectations described in the mentioned publications – the role of exploitation (relative to exploration) grows along with the running of the ACP algorithm.

DOUBLE ACP

Previous methods of tuning concerned the quantitative parameters of ACP, inherited from ACS. On the other hand, there are the qualitative parameters which should also be tuned, but in a different way. As it turns out, an appropriate method to do this is double ACP (DACP). It may be used to determine the appropriate set of instructions for ACP with the program approach.

Generally, in both the expression and the program approaches of ACP, a base set of elements used by ants to generate the solutions (expressions) should be determined. In particular, there are:

- In the expression approach:
  - input variables,
  - constants,
  - operators,
  - functions,
- In the program approach – assignment instructions are built from:
  - input variables,
  - temporary variables,
  - the output variable,
  - constants,
  - operators,
  - functions.

While in the expression approach the set of basic elements is relatively small, e.g.: \( P^n \), in the program approach, even though the set of elements is small, the number of instructions built from these elements may be very large (e.g. for 20 elements, over 500 unique instructions). Therefore, in this approach, it is very hard to determine a relatively small but adequate set of instructions which guarantee that ants will find exact (very good) solutions.

As mentioned before, the appropriate approach to determine the adequate set of assignment instructions for the program approach of ACP is DACP. Here, apart from the main colony of ants solving the approximation problem, there is a second colony, cooperating with it. This colony generates subsets of
instructions exploited by the main colony. More exactly, the goals of both colonies are the following:

- The generating colony:
  - creating the subsets of instructions,
  - evaluating the subsets of instructions based on the approximation error returned by the computing colony.

- The computing colony:
  - the main ACP system solving the approximation problem, working with the sets of instructions sent by the generating colony.

The architecture of DACP is presented in Figure 6, and the pseudo-code of DACP can be described as follows:

```
procedure DoubleACP
begin
  Initialization
  // including constructing the main instruction set
  while (not terminationCondition) do
    begin
      iterationNumber := iterationNumber + 1
      instructionList := GeneratingColony.Generate
      solution := ComputingColony.Compute(instructionList)
      GeneratingColony.EvaluateInstructionSet(solution.error, in-

Figure 6. The architecture of DACP
STRUCTIONLIST)
    if (solution.error $I_k d(\cdot)$) or
        (iterationNumber $\text{APE}_k$ numberOfIterations)
    then terminationCondition := true
end
end

To provide a suitable diversity of instructions returned by the generating colony, the following division of instructions is predefined:

- Instructions containing an output variable ($I_k$), e.g. $T(I_j)$.
- Instructions containing an input variable ($I_j$, $p$, where $\text{Hits}(T(\cdot))$ is the number of input variables), e.g. $T(\cdot)$,
- Instructions containing a temporary variable ($P^m$), $\eta_0$, where $IA$ is the number of input variables), e.g. $a_0 = a_0 + a_1$,
- Instructions containing a constant ($I_c$), e.g. $a_i = a_i + 1$.

It is obvious that one instruction may belong to several groups presented above.

Using the types of instructions mentioned above, the generating colony exploits the following expression describing the “appeal” ($\eta_j$) of $j$-th instruction:

$$
\eta_j = \begin{cases} 
\max \left\{ d(P^m, I_k) \frac{1}{\text{APE}_k}, \left( p_T(I_j) \frac{\text{Hits}(T(I_j))}{n} \right) \right\} & \text{when } I_j \in I_k \land \exists_{I_j} I_j \in I_k \\
\eta_0 & \text{otherwise}
\end{cases}
$$

where:

- $P^m$ – the set of instructions generated by ant $m$,
- $I_k$ – the subset of instructions evaluated by the computing colony at $k$-th iteration,
- $d(\cdot)$ – the similarity of sets based on the Hamming distance,
- $\text{APE}_k$ – approximation error for the set of instructions $I_k$,
- $T(I_j)$ – the type of instruction $I_j$,
- $p$ – the assumed probability of appearance of an instruction of a given type,
- $\text{Hits}(T(\cdot))$ – the number of copies of an instruction of type $T(\cdot)$,
- $n$ – the cardinal number (the number of elements) of set $P^m$,
- $\eta_0$ – the default value of the “appeal” of an instruction.

This expression is used by the ants’ transition rule to determine which instruction should be added to the set of instructions being created.

Experiments performed show that this method produces solutions with approximation error comparable
to those achieved with sets of instructions constructed in the manual way. When problems are of small or medium size, the adequate set of instructions is obtained in a very short time. For large problems, the process of constructing such a set is very time-consuming, but it runs automatically without user control (of course, the user may interfere with the work of the generating colony if there are some reasons, e.g. he/she knows which or what instructions should or must be used).

Recapitulating, the main advantage of DACP is its ability to produce adequate set of instructions independently, replacing the trial and error approach.

**CONCLUSION**

Ant Colony Programming (ACP) is a new method for function approximation based on the Ant Colony System (ACS). This method has two approaches: the expression approach, in which solutions are constructed in the Polish (prefix) notation, and the program approach, where mathematical expressions are denoted as programs built from simple assignment instructions. The experiments described in previous works show that this method is effective and, in many cases, outperforms the other ones.

This chapter described the main features of ACP as well as its improvements by eliminating introns and the use of specimen list. The different methods of tuning the parameters (quantitative and qualitative) for ACP show that this process may be automated without the loss in the quality of approximation.

Elimination of introns improves readability of solutions and decreases their evaluation time. As in nature, introns may influence the overall performance of ACP. Also, the specimen list is very useful. It allows reducing the time of constructing solutions, and it may help to generate better solutions as well.

Tuning the ACP’s parameters is another very important problem. The results obtained depend largely on the values of the quantitative parameters. The issue of establishing the set of instructions, which defines the solution space explored by ACP, is also very important. On one hand, this set should be as small as possible so that the searching process is fast. On the other hand, it should be large enough for the best (exact) solutions to be found.

The described method seems to be able to solve not only the problem of approximation, but also other problems, such as finding the perfect hash functions or different problems from the game theory. As an example of the nature-inspired algorithm, this method may be interesting for researchers and academics and may also be developed towards automatic programming.
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ABSTRACT
This chapter proposes an innovative coordination mechanism in manufacturing systems by pheromone approach in a multi-agent architecture environment. A pheromone-based coordination mechanism can reduce the communication among agents and decision-making complexity. The chapter focuses on job shop scheduling problem in cellular manufacturing systems. The principal aim is the evaluation of the performance of the proposed approaches compared with the approaches proposed in the literature (benchmark) in order to evidence the improvements. A simulation environment developed in ARENA® package was used to investigate the influence of several parameters on the manufacturing performance. The proposed approaches are tested in a dynamic environment; the simulation scenarios are characterized by the following parameters: inter-arrival, machine breakdowns and processing time efficiency. The simulation results highlighted that the performance of the proposed approaches are very competitive to the benchmark.

INTRODUCTION
These days competition is played in an environment characterized by high market shifting, rapid development as well as introduction of new technologies, global competition and customer needs focalization. Therefore, manufacturing environments are becoming more dynamic and turbulent than ever before. Traditional manufacturing facilities, however, are not able to cope with such environments, as no single
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facility can be flexible enough to cope with such a large magnitude of change in products and production requirements.

Szelke et al. (1999) identify that in the field of manufacturing, agility and reactivity can be achieved by operating both at system and control level. At the system level, the most common solution is the decomposition of the manufacturing system into smaller units, e.g. manufacturing cells, in order to achieve simplicity, specialization, scalability, fault tolerance, etc. At the control level, there are two ways to guide the complexity of operation management problems to simplicity, reactivity, scalability and fault tolerance: a) to enhance the reactivity and pro-activity of the scheduling and control systems by sophisticated new control techniques; b) to take advantages of distributed control.

Autonomous Agents Systems (AAS) are becoming very popular in several industries, such as manufacturing, telecommunications, medicines and so forth because of their ability to build very reactive, fast-learning and efficient distributed systems. In AAS, the focus is on the coordination and negotiation among intelligent autonomous agents. In manufacturing, such systems have demonstrated their ability to build up very agile and reactive systems from several viewpoints: enterprise integration and supply chain management (Swaminathan et al., 1996); dynamic system reconfiguration (Shen et al., 1998); learning in agent-based manufacturing systems (Monostori et al., 1996; Shen et al., 2000; Shen, 2002); distributed dynamic scheduling (Chiuc et al., 1995; Vancza et al., 2000); factory control architectures (Brennan et al., 1997); and implementation tools and standards.

In particular, the scheduling problem in real time is a difficult task in a dynamic environment. In order to operate in such an environment, a reactive scheduling or adaptive control needs to be developed.

The problem of scheduling in manufacturing systems concerns the allocation of resources to jobs over time. It is a decision-making process with the goal of optimizing one or more objectives (Pinedo, 2008). The objectives can be: minimization of the mean throughput time, tardiness of the jobs, minimization of the work in process, etc. Scheduling in Flexible Manufacturing Systems differs from other conventional job shop because each job can have alternative process plans and each operation can be performed on alternative machines. The scheduling problem is known to be NP-hard, i.e., the time required to solve the problem optimally increases exponentially with increasing problem size.

Most manufacturing systems operate in dynamic environments where, usually, inevitable and unpredictable real-time events may cause changes in scheduled plans. Examples of such events include machine breakdowns, demand changes in mix and volume, operational time of the manufacturing operations, etc.

MacCarthy and Liu (1993) addressed the nature of the gap between the scheduling theory and scheduling practice, and the failure of the classical scheduling theory to respond to the needs of practical environments. A decade later, Cowling and Johanson (2002) also addressed an important gap between scheduling theory and practice, and stated that scheduling models and algorithms are unable to make use of real-time information.

Manufacturing environments are subject to various exceptions, which can change system status and affect its performance. They can be classified into two categories:

- **Internal exceptions**: these exceptions are caused by the equipments, material handling, and resources of the manufacturing system. Examples of exception include machine breakdowns, efficiency of the manufacturing machine, operator errors, etc.

- **External exceptions**: these exceptions are caused by external changes to the manufacturing system. Examples of exception include changes in volume and mix demand products, rush orders, due date changes, etc.
In dynamic environments, scheduling problem can be solved by using the following techniques:

- Mathematical programming approach;
- Dispatching rules approach;
- Heuristic approach;
- Artificial intelligence approach.

Moreover, most of the scheduling systems developed in industrial environments are centralized and hierarchical, but these approaches present a number of drawbacks. The most important drawbacks are the following:

- A central computer: it constitutes a bottleneck with a limit of capacity and it is a single point of failure that can bring down the entire manufacturing system.
- It is more difficult to extend and modify the configuration of the scheduling system;
- A slow response to disturbance because the information has to flow to the high level and then a reaction is planned.

Therefore, a centralized scheduling is inefficient in a very dynamic environment where the exceptions are more frequent. For the above reasons, a decentralized control method is more efficient in a dynamic environment. Multi-Agent Systems (MAS) approaches are more suitable to develop agile and robust distributed control, but their performance is more dependent on the coordination mechanism. The most common coordination mechanisms used are the Contract net protocol (Smith, 1980), market based, auction based (Siwamogsatham and Saygin, 2004), and game theory.

MAS are a network of problem solvers that work together to solve problems that are beyond their individual capabilities (O’Hare and Jennings, 1996). These approaches have limitations such as: communication overhead and the reduction in the reactivity of the agents due to constant exchange of information.

Recently, many authors have developed several approaches inspired by the behavior of social insects like ants, bees, termites and wasps to propose an alternative method for coordination in complex systems. The most promising approach is based on ant colony; ant colony coordination refers to the cooperative ant foraging behavior. Ant colonies can always find shorter paths from a nest to a food source by laying and following pheromone trails. Dorigo et al. (1991) first introduced Ant Systems (AS) for solving the Traveling Salesman Problem, which is based on ant foraging. In the manufacturing scheduling problem, this approach can be used to coordinate the MAS architecture.

This chapter concerns agent-based approach to scheduling in dynamic manufacturing systems. The focus is to propose a MAS architecture and further develop a pheromone based coordination mechanism. Moreover, two pheromone formulations are compared and finally, the performances of the proposed approaches are compared with those of the benchmark approaches proposed in the literature.

The structure of the chapter is as follows: in Section 2 an overview of the literature is presented. The manufacturing context is described in Section 3 and its MAS architecture is implemented in Section 4. In Section 5 the proposed pheromone-based coordination mechanisms are explained. The simulation environment and the experiments conducted are given in Section 6, while in Section 7, the simulation results are presented. Finally, conclusions and future research path are presented in Section 8.
OVERVIEW OF THE LITERATURE

Many authors have proposed research on dynamic manufacturing scheduling by MAS architecture. Sousa and Ramos (1999) proposed a multi-agent architecture for dynamic scheduling in manufacturing systems which involves job and resource agents. The job agents negotiate the operations of the job with the resource agents using the contract net protocol. When a resource agent detects a malfunction, it sends a machine fault message to every job agent that has contracted its operations. On receiving the machine fault message, the job agent renegotiates the failed operations with other resource agents capable of performing the operations.

Renna et al. (2001a; 2001b) proposed decision making strategies for autonomous agents in cellular manufacturing systems. The proposed approach is implemented with Multi-Agent Architecture in order to obtain a robust scheduling. For each manufacturing cell, an efficiency index based on processing time, breakdowns machine and workload is computed. A simulation environment is developed to test the proposed approach in dynamic conditions. The simulation results show that the proposed approach performs better than market-like approaches when the manufacturing system becomes more dynamic.

Cowling et al. (2001; 2003: 2004) and Ouelhadj et al. (2003a; 2003b) proposed a novel multi-agent architecture for integrated and dynamic scheduling in steel production. Each steel production process is represented by an agent including the continuous caster agents, the hot strip mill agent, the slab yard agent, and the user agent. The hot strip mill and continuous caster agents perform the robust predictive–reactive scheduling of the hot strip mill and the continuous caster respectively. Robust predictive–reactive scheduling generates robust predictive–reactive schedules in the presence of real-time events using utility, stability, and robustness measures and a variety of rescheduling heuristics.

Wang et al. (2003) proposed a multi-agent and distributed ruler based approach to production scheduling in agile manufacturing systems. Three classes of agents which populate the production-scheduling environment are defined: management agents, resource agents and part agents. All these agents are arranged on the heterarchical framework. Consequently, with the distribution of agents, the complicated scheduling problem is divided into several sub-problems, such as the self-supporting and decision-making activities of each agent for generating local near-optimal schedules, and the cooperation and coordination between agents for system global performance. A ruler-based decision making mechanism is proposed to ensure orderly management of agents, and the ability to respond to customer’s needs or environmental changes rapidly. Meanwhile the heterarchical MAS architecture offers regrouping capabilities that support those rulers to be reconfigured and reused flexibly. Case studies illustrated the feasibility and efficiency of the approach.

Aydin and Fogarty (2004) proposed a parallel implementation of the modular simulated annealing algorithm for classical job-shop scheduling. A multi-agent system based on java technology is proposed. The empirical results obtained show that the method proposed is scalable and consumes less CPU time compared with other approaches proposed in the literature.

Wonga et al. (2006) proposed an agent-based approach for the dynamic integration of the process planning and scheduling functions. The agents are to negotiate on a fictitious cost with the adoption of a currency function. Two MAS architectures were evaluated in this paper. One is a simple MAS architecture that comprises part-agents and machine-agents only; the other one involves the addition of a supervisor agent to establish a hybrid-based MAS architecture. A hybrid contract net protocol is developed to support both types of MAS architectures. This new negotiation protocol enables multi-task many-to-many negotiations; it also incorporates global control into the decentralized negotiation. Simulation runs are
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carried out to evaluate the proposed approaches. The simulations show that the hybrid-based MAS, with the introduction of supervisory control, is able to provide integrated process planning and job shop scheduling solutions with a better global performance.

Renna et al. (2008) proposed an innovative decision making strategy for autonomous agents in a cellular manufacturing environment by introducing a budget assigned to each job in order to purchase manufacturing cell services. The budget is managed as a market-like approach among agents to coordination the multi-agent system. Moreover, a fuzzy tool has been proposed to assign the budget to each job. A simulation environment is developed in order to test the proposed approach. The simulations show that the proposed approach is robust and is able to select jobs that have provided better performance.

Zhou et al. (2008) proposed an agent-based Decision Support System (DSS) for the effective dynamic scheduling of a Flexible Manufacturing System (FMS). The proposed DSS mainly includes six components: User Interface Agent (UIA), Criteria and Rules Selection Agent (CRSA), Performance Evaluation Agent (PEA), Scheduling Decision Selection Agent (SDSA), FMS database and Scheduling Knowledge Base (SKB). Functions of each component are discussed and a corresponding prototype system is developed. Finally, some examples are used to illustrate the decision process and to study the performance of the FMS under different dynamic disturbances.

Recently, a few studies have been conducted on ant colony inspired scheduling in shop floor control. Most of the applications proposed concern the shop floor routing and permutation flow-shop sequencing problem. Among them, Bellen et al. (2004), Sastra et al. (2006), Chen and Ting (2006), and Rossi and Dini (2007) proposed Ant Colony Optimization (ACO) techniques for vehicle routing problem. Meanwhile, Ying and Liao (2004), Rajendran and Ziegler (2005), Alaykýran et al. (2007), and Yagmahana and Yeniseyb (2008) proposed Ant Colony approaches to solve flow shop scheduling problem.

Few works have been conducted on job shop manufacturing scheduling problem. Peeters et al. (2001) developed a concept control system based on coordination mechanism of insect colonies; in particular, a pheromone based control scheme is introduced. Basic principles of the pheromone concept, the control system architecture and a layered approach for decision-making have been discussed. Test beds of industrial scale have been used to demonstrate the properties and benefits of this approach. The main advantages that emerged for the pheromone approaches are: a simple coordination mechanism, the automatic guidance to the optimized solution, and the capability to handle dynamic situations.

Yu and Ram (2006) proposed a multi-agent approach designed for dynamic job shops with routing flexibility and sequence-dependent setup. A bio-inspired strategy based on division of labor in insect societies is presented for coordination among agents. The strategy is accomplished using a computational model, which is composed of response threshold, response intention, and machine-centered reinforcement learning. The bio-inspired scheduling is compared with an agent-based approach and a dispatching rule-based approach. The experiments were performed using simulation and statistical analysis. Results show that the proposed bio-inspired scheduling model performs better than the other two methods on all eight common scheduling metrics.

Xiang and Lee (2008) developed a dynamic scheduling by MAS, introducing agent coordination that is inspired by Ant Colony. The proposed approach is tested in a shop floor model characterized by multiple job types and parallel multi-purpose machines with dependent setup times. Moreover, the machine breakdown is included as a disturbance of the manufacturing system. In this research, the Ant Colony is used to find an appropriate machine agent for processing and helps the machine agent to determine the next job to be processed in the current queue.
Scholz-Reiter et al. (2008) proposed a pheromone-based autonomous control method to a mix model of a shop floor and tested it in different dynamic demand situations. All the above research works have the following limitations:

- A benchmark based on MAS architecture with complex coordination mechanism was not used in order to evaluate the advantages and disadvantages of Ant Colony coordination mechanism;
- The proposed approaches are tested in manufacturing environment with exceptions (breakdown, demand scenario, etc.), but a very dynamic environment was not developed;
- The proposed approaches are tested using only a few performance measures (for example only throughput performance);
- In some researches, the dynamism is limited to demand changes; this change is simulated by a sinusoidal function. A continuous demand is not realistic in a manufacturing environment.

This chapter proposes a scheduling approach on pheromone based control mechanism in a very dynamic manufacturing system environment. Two pheromone formulations will be proposed and compared. Then, the proposed approaches are benchmarked with an efficiency based coordination mechanism in Agent-based manufacturing system. In order to highlight the advantages and disadvantages of pheromone-based approach, the performance measures used are: throughput, throughput time, machine utilization, due date delay and work in process.

The simulations are conducted in several degrees of dynamism; specifically, the dynamism concerning both internal (machine breakdowns and machine efficiency) and external exceptions (demand changes). The research presented here differs from previous research in the following aspects:

- The development of a simulation environment in order to test the pheromone approaches in a very dynamic environment;
- The pheromone approaches have been compared with a complex MAS approach in order to determine the environment where the proposed approach can be competitive;
- The research concerns a wide range of performance measures;
- Several manufacturing dynamism levels are tested.

MANUFACTURING SYSTEM CONTEXT

The manufacturing system consists of a given number of cells; each cell is able to perform any kind of manufacturing operation so that the resulting manufacturing system is a pure general-purpose one. In such a system, the scheduling decision consists of deciding what manufacturing operation each cell will perform in the next operation, therefore a pure dispatching problem. The manufacturing system has the following characteristics:

- Several part types have to be manufactured by the manufacturing system. Each part type has a predefined number of operations performed by the manufacturing cell and a due date is assigned to it.
- Orders for production of different parts arrive randomly.
Each machine performs the manufacturing operation with an efficiency, which sets the speed of the operation.

The queues are managed by the First In First Out policy in order to investigate only the pheromone approaches policy.

Each machine can breakdown randomly.

In this work, the material handling time is included in the machining time, and the handling resources are always available.

Figure 1 shows the manufacturing system.

**MULTI-AGENT ARCHITECTURE**

The Multi-Agent Architecture consists of two types of agents: resource agents, and part agents. A resource agent associated to each workstation is an intelligent entity whose principle aim is to schedule the resource tasks in order to improve the resource efficiency. Moreover, when a new part enters the system, the corresponding part agent is created which analyzes the part status locating the following activities to be scheduled.

The coordination mechanism among the agents consists of the following steps (see Figure 2):

- The part agent analyzes the part status and it locates the technological operation required by the part;
- It sends a message to the resource agents informing them that a part is available for operations and waits for the resource agents’ answer;
- The resource agent evaluates the workstation status at the negotiation time $t$ and provides an estimation of a given set of performances based on its productive engine;
The part agent receives such evaluations from all the resources, and, based on its productive engine, it builds up an index for evaluating each resource’s offer; if, at this stage, the part agent does not receive any offer from a given resource, it assigns the part to the poorest performance index resource (deadlock avoidance);

Finally, the part is assigned to the resource that provides the best offer at time $t$.

As the reader can notice, the above procedure defines the environmental relations of the autonomous agents involved in the network, but no indication about the agent’s decision making behavior (productive function) is given. This means that the above protocol can be adapted to different productive functions of the agents involved in the MAS. The productive function defines agent’s objectives and decision-strategies.
A Performance Comparison between Efficiency and Pheromone Approaches

Figure 3. Ant colony path choice

COORDINATION BY PHEROMONE APPROACH

The coordination approach is inspired by the behavior of foraging ants that leave a pheromone trail on their way to the food. In the real world, ants (initially) wander randomly, and upon finding food return to their colony while laying down pheromone trails. If other ants find such a path, they are likely not to keep traveling at random, but to instead follow the trail, returning and reinforcing it if they eventually find the food. Over time, however, the pheromone trail starts to evaporate, thus reducing its attractive strength. The more time it takes an ant to travel down the path and back again, the faster the pheromones evaporate. A short path, by comparison, gets marched over faster, and thus the pheromone density remains high as it is laid on the path as fast as it can evaporate. Pheromone evaporation also has the advantage of avoiding the convergence to a locally optimal solution. If there were no evaporation at all, the paths chosen by the first ants would tend to be excessively attractive to the following ones. In that case, the exploration of the solution space would be constrained (see http://en.wikipedia.org/wiki/Ant_colony_optimization for more details).

Figure 3 shows the choice of the path by the ant based on a probability that is correlated to the pheromone deposited by the other ants. The simplicity of each individual ant allows modeling the ant colony as a Multi-Agent System; therefore an ant colony is an example of a highly distributed natural Multi-Agent System.

The advantages of a pheromone approach are the following:

- A simple coordination mechanism, because the ants do not communicate directly to each other. In fact, the communication is performed by the pheromone in the environment. Therefore, the ants have to know how to put information and how to get information from the environment.
- Capability to handle dynamic situations; the pheromone approach with the evaporation mechanism can adapt to changing environmental conditions.

The main disadvantage of the pheromone approach is the delay in passing the information. There is a significant time delay between the spreading of new information in the environment and when the information is taking into account by other ants. Another disadvantage is the tuning of the evaporation parameter that affects the performance of the approach.

The procedure of selecting paths is the following. The ant selects a path with a probability obtained by the following expression:
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\[ p_{i,j} = \frac{(\tau_{ij}^\epsilon)(\eta_{ij}^\beta)}{\sum(\tau_{ij}^\epsilon)(\eta_{ij}^\beta)} \]  

where,

\( \tau_{ij} \) is the amount of pheromone on arc \( i,j \) (between node \( i \) and node \( j \))
\( \epsilon \) is a parameter to control the influence of \( \tau_{ij} \)
\( \eta_{ij} \) is the desirability of arc \( i,j \) (a priori knowledge, typically \( 1/d_{ij} \)), where \( d_{ij} \) is the distance between node \( i \) and \( j \)
\( \beta \) is a parameter to control the influence of \( \eta_{ij} \)

**Pheromone Update**

\[ \tau_{ij} = \rho \tau_{ij} + \Delta \tau_{ij} \]  

where,

\( \tau_{ij} \) is the amount of pheromone on a given arc \( i,j \)
\( \rho \) is the rate of pheromone evaporation
and \( \Delta \tau_{ij} \) is the amount of pheromone deposited, typically given by:
1/\( L_k \) if ant travels on arc \( i,j \)
0 otherwise

where \( L_k \) is the cost of the \( k \)th ant’s tour (typically length).

In the manufacturing scheduling context, this behavior can be imitated by the part that leaves a manufacturing cell. It deposits a pheromone as information about processing time and waiting time in queue. Therefore, there are two main problems:

- How the pheromone information is formalized, what type of information can be included;
- The methodology of pheromone evaporation.

From the above formulation of general ant colony optimization the following adjustment has been proposed. Figure 4 shows the activities of an ant colony algorithm for scheduling in manufacturing systems.

**Pheromone Formulation I**

In manufacturing system the ants are the parts that flow through the manufacturing cell; the manufacturing cells are the nodes that ants must visit. When a part leaves a manufacturing cell, it deposits a pheromone
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Figure 4. Diagram of ant colony scheduling in manufacturing systems

Based on the throughput time in the manufacturing cell. In particular, the pheromone is computed by the following expression:

$$ value = \frac{Q_{Ph}}{t_{now} - t_{in}} $$

(4)

where,

$t_{now}$ is the time when the part leaves the manufacturing cell;
$t_{in}$ is the part’s arrival time in the manufacturing cell;
$Q_{Ph}$ is the maximum value of pheromone that the part can deposit.

From the above expression, the difference $(t_{now} - t_{in})$ concerns the throughput time of the part in the manufacturing cell. Therefore, if the throughput time is low then the pheromone deposited by the part is high. The value $Q_{Ph}$ is a fixed positive value; if the value $Q_{Ph}$ increases, the difference among the manufacturing cells’ pheromone is amplified. However, the proportion among the manufacturing cells’ pheromone is unchanged by the value of $Q_{Ph}$.

The value of pheromone at start time of the simulation is obtained by the following expression:

$$ value = \frac{Q_{Ph}}{Working\ time} $$

(5)

where $Working\ time$ is the value of processing time performed by the manufacturing cell.

Then, an evaporation strategy has to be implemented; each manufacturing cell is characterized by a pheromone computed by the following expression:

$$ pheromone_j(t) = (1 - \alpha) \cdot pheromone_j(t - 1) + \alpha \cdot value $$

(6)
The above expression is the average between the last value memorized ($\text{pheromone}_{j(t-1)}$) and the value computed by the part that leaves the manufacturing cell ($\text{value}$). The value $\alpha \in [0−1]$ simulates the evaporation of the pheromone. In particular, a high value of $\alpha$ leads to high evaporation because the value (see expression 6) is more significant and vice versa for low value of $\alpha$.

Therefore, according to the scheme of Figure 4, the activities are the following:

- Initialize pheromone (expression 5);
- Update pheromone (expression 4);
- Pheromone evaporation (expression 6).

The probability to select a manufacturing cell by the part agent, is directly proportional to the value of $\text{pheromone}_{j(t)}$; specifically, the probability to select a manufacturing cell $j$ is:

$$\frac{\text{pheromone}_{j(t)}}{\sum_{j} \text{pheromone}_{j(t)}}, \quad \text{with } j=1,\ldots,\text{number of manufacturing cells}.$$ 

This formulation of pheromone is a look-back methodology, because the pheromone value is computed with the knowledge of past events. For example, if a machine is in breakdown status, the pheromone is reduced with a delay time that the other parts can “sniff”.

**Pheromone Formulation II**

The second approach proposed is based on the queues of the manufacturing cells. Each part that is in queue releases a pheromone; the pheromone evaporation rate is directly proportional to the part’s time in the queue. When the part agent sends a request to the manufacturing cell agents, the manufacturing cell agent $j$ computes the pheromone according to this expression:

$$\text{pheromone}_j = \frac{1}{\text{Working time}} + nq \cdot \sum_{i=1}^{m} \frac{1}{(t_{\text{now}} - t_{\text{in}})}$$ 

where $nq$ is the number of part in queue.

The pheromone computed in expression (7) evaluates the working time of the manufacturing cell and the average queue time of the parts. Therefore, when the manufacturing cell computes the pheromone ($t_{\text{now}}$), if the parts are in queue for a long time, the value of the pheromone decreases (evaporation).

The evaporation is obtained by the inverse of the average queue time of the parts:

$$\frac{1}{nq} \cdot \sum_{i=1}^{nq} (t_{\text{now}} - t_{\text{in}}) \quad \text{(second component in expression 7)}.$$ 

This formulation of pheromone is a look-ahead methodology, because the pheromone value is computed based on the manufacturing cells’ status that leads to obtaining a level of queue. Moreover,
pheromone approach II is simpler than pheromone approach I because no parameters have to be set ($\alpha$ in pheromone approach I).

The above proposed approaches will be evaluated in the next section in terms of performance measures in order to compare with the efficiency approach.

**Benchmark Efficiency Approach (Renna et al. 2001)**

Following this approach, the productive function of the resource agent consists of evaluating and providing the following three parameters to the part agent: Expected Part Throughput Time ($ETT$), Resource Failure Index ($RFI$), and Resource Processing Time Index ($RPTI$).

The activities of the efficiency approach are the following:

- The part agent sends a message to the resources agent about the technological operation requested;
- The resource agent computes the following parameters:

$$StdFlowTime_k(t) = \frac{medwtime}{medwtime + FlowTime_k(t)}$$  \hspace{1cm} (8)

where $medwtime$ is the average service time of the part in the resource. The real service time is obtained by multiplying this value by the efficiency of the resource.

$FlowTime_k(t)$ is the expected resource $k$-th throughput time computed by summing up the processing times of the parts waiting in the resource queue plus the residual service time of the part being operated in the manufacturing cell at the negotiation time $t$. This index is the measure of workload of the generic manufacturing cell. The index value is 1 if no parts are in queue and the resource is in idle state; it decreases with the increase of parts in queue. Then, a $Resource Failure Index$ is computed:

$$RFI_k(t) = 1 - \frac{FT_k(t)}{t}$$  \hspace{1cm} (9)

where $FT_k(t)$ is the total time of failure status of the resource until the negotiation time $t$. The $RFI$ in (9) is an index of the reliability of the manufacturing cell. The index value is 1 if no failure occurs and decreases with the increase of the failure time.

A $Resource Processing Time Index$ is computed:

$$RPTI_k(t) = 1 - \ efficiency_k(t)$$  \hspace{1cm} (10)

where $eff_k(t) > 0$ is the efficiency of the resource $k$ at time $t$. The value of $eff_k(t)$ multiplied per $medwtime$ leads to the real working time of the resource.

These indices are related only to the manufacturing cell. The $RPTI_k(t)$ is the efficiency of the manufacturing cell. In particular, a lower value of $eff_k(t)$ leads to lower time in manufacturing a generic part.
Therefore, $RPTI_k(t)$ is the reciprocal of the $eff_k(t)$.

Then, an Internal Resource Index is computed by the following expression as a combination of the two indices above:

$$IRI_k(t) = \frac{RPTI_k(t) + RFI_k(t)}{2}$$

(11)

and an External Resource Index

$$ERI_k(t) = StdFlowTime_k(t)$$

(12)

The $IRI$ is the average of the index related to the resource, while the $ERI$ is the index related to the manufacturing system’s status.

The index of the manufacturing cell is the following (Resource Efficiency Index):

$$REI_k(t) = \beta \cdot ERI_k(t) + (1 - \beta) \cdot IRI_k(t)$$

(13)

where $\beta$ is the weight between the internal and external efficiency. The part agent selects the resource with high $REI$ index value, i.e., the manufacturing cell with high performance.

As the reader can notice, the efficiency approach is more complex and takes into account a resource index to select the resource with high performance while the pheromone approaches are simpler in terms of computational time and information required. The simulation environment described in the next section is used to verify the performance measures of the pheromone approaches benchmarked to a more complex approach like the efficiency based approach.

**SIMULATION ENVIRONMENT**

The objective of the simulation experiments is to measure the performance of the proposed approaches (pheromone-based) benchmarked to the efficiency approach in a very dynamic environment. Arena® discrete event simulation platform by Rockwell Software Inc. has been selected for developing the simulation model of the presented approaches.

Discrete event simulation – these days, in many commercial tools and simulation packages, the simulation model is automatically created from high level modeling languages and notations – allows not only the validation and optimization of dynamic and discrete systems such as production systems, but also workflows such as negotiation mechanisms. These models facilitate evaluating different coordination scenarios and maximizing their potential output and benefits. Arena®, based on the known SIMAN simulation language, is well suited for modeling shop floors of production systems in which each entity (part) follows a manufacturing route through production resources (servers, material handling systems, buffers, and so forth) (Law and Kelton, 2000).

The simulation model, therefore, consists of servers (representing manufacturing cells), circulating entities (representing parts to be processed), and a number of modeling blocks representing the Resource
Agents, the Part Agents, and the changing stages. Figure 5 shows a sketch of the simulation model which has been built into the Arena® environment for the four Resource Agents.

Figure 5 shows the simulation model of the resource agents. The SIMAN blocks “arrive”, “wait” and “assign” implement the agent’s activities. The block “arrive” activates the agent with local information about the manufacturing cell controlled by the agent. The block “wait” keeps the agent in standby until a part agent sends a request. Finally, the block “assign” implements the productive function of the resource agent and transmits the answer to the part agent.

Figures 6a and b show the simulation model of the part agent. The part agent is more complex than the resources agent because it collects the resource agents’ answer and it has to select the manufacturing cell to perform the next technological operation. The activities simulated by the SIMAN blocks are the following:

- “create” activates the part agent;
- “wait” keeps the agent in standby until the part terminates a technological operation;
- “signal” sends a signal to resources agent because the part has to perform the next technological operation;
- “assign”, “while” and “choose” implement the computation of the index that the part agent assigns to each manufacturing cell.
- “branch” and “assign” select the next manufacturing cell to perform the technological operation of the part.

Figure 7 shows the simulation model of the stages. Setting the stage length, the SIMAN block “create” creates a new entity that assigns the new values of the stage. The second block “create” initializes the pheromone values of each manufacturing cell at the beginning of the simulation.

The manufacturing system consists of four general-purpose cells that are called to manufacture a set of four different parts. Each part needs several disjointed visits to a manufacturing cell; the number of visits for each part is reported in Table 1, where the production mix is also provided. In order to emulate a dynamic environment the proposed approaches have been tested through a production run consisting of several alternating stages; each stage is characterized by different internal attributes.

Figure 5. Resource agents
Figure 6. Part agent

Figure 7. Stages simulation
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The working time of a manufacturing cell is characterized by an efficiency parameter \( \text{eff} \); in particular, the working time is obtained by the following expression:

\[
\text{working time} = \text{eff}_j \cdot ePT
\]

(14)

where \( ePT \) is the expected Process Time (medwtime) for all the parts equal to 30 unit times. The Mean Time To Repair = 1.5*\( ePT \).

The evaporation parameter \( \alpha \) of the pheromone approach I is fixed to \( \alpha = 0.5 \) and the \( QPh = 10 \). The value \( \alpha \) set to 0.5 means that the weights of the last pheromone value memorized and the pheromone value computed by the part that leaves the manufacturing cell are the same (see expression 6). However, the simulations performed for various values of \( \alpha \) do not improve the performance significantly.

As reported above, the \( QPh \) is a scale factor; therefore it is unimportant for the manufacturing cell’s selection.

The Mean Time Between Failure (MTBF \( \text{(resource)} \)) and efficiency (eff \( \text{(resource)} \)) for each stage are reported in Table 2.

Parts enter the system following an exponential arrival stream whose inter-arrival times are reported in Table 3. The simulations are performed for three congestion levels of the manufacturing system (low, medium and high).

### Table 1. Mix part

<table>
<thead>
<tr>
<th>Part</th>
<th>Mix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30%</td>
</tr>
<tr>
<td></td>
<td>40%</td>
</tr>
<tr>
<td></td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>15%</td>
</tr>
<tr>
<td>Number of visit</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 2. Manufacturing system’s data

<table>
<thead>
<tr>
<th>Stage</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Stage 4</th>
<th>Stage 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTBF (1)</td>
<td>10</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>MTBF (2)</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>MTBF (3)</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>MTBF (4)</td>
<td>4</td>
<td>2</td>
<td>10</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Eff (1)</td>
<td>0.9</td>
<td>0.7</td>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>Eff (2)</td>
<td>0.7</td>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>Eff (3)</td>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td>Eff (4)</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
<td>0.7</td>
<td>0.5</td>
</tr>
</tbody>
</table>
The proposed approaches are tested in static and highly dynamic situations; the dynamism of the manufacturing system is characterized by the stage length factor. The simulation length is fixed to 12400 time units, and the length of each stage characterizes the dynamism of the manufacturing system. Three stage lengths and three congestion levels (see Table 4) are performed. By combining the stage length and the congestion level, nine experiment classes are obtained, as reported in Table 4, where the simulation lengths are also reported.

The stage length is obtained by the following expression:

\[
\text{stage length} = \text{stage length factor} \times e^{PT}
\]  

(15)

As the reader can notice, for stage length factor 10 time units, by expression (15) the stage length is 300 time units. Over the simulation time the manufacturing system is more dynamic and the stages alternate about 41 times. For stage length factor 40 time units, the stage length is 1200 time units and over the simulation time the manufacturing system is less dynamic and the stages alternate only about 10 times. Finally, for stage length factor 1000 time units, the stage length is 30000 time units; then over the simulation time, the manufacturing system is static and only one stage is performed. In this case, the simulation data are the “stage 1” of Table 2.

Furthermore, because of the random input and in order to guarantee a statistical validity of the results, for each run, the number of executed replications guarantees, for the output performance measures, that the length of confidence intervals (95% level) of the mean among replications is lower than 5% of the mean.
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Table 5. Simulation results pheromone approach I

<table>
<thead>
<tr>
<th></th>
<th>Throughput time</th>
<th>throughput</th>
<th>WIP</th>
<th>Average utilization</th>
<th>delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>722.27%</td>
<td>-34.07%</td>
<td>747.31%</td>
<td>3.42%</td>
<td>1164.74%</td>
</tr>
<tr>
<td>2</td>
<td>61.50%</td>
<td>-5.45%</td>
<td>68.43%</td>
<td>-0.68%</td>
<td>61.44%</td>
</tr>
<tr>
<td>3</td>
<td>0.36%</td>
<td>0.86%</td>
<td>2.04%</td>
<td>-0.64%</td>
<td>0.10%</td>
</tr>
<tr>
<td>4</td>
<td>98.70%</td>
<td>0%</td>
<td>99.25%</td>
<td>-4.32%</td>
<td>2034.41%</td>
</tr>
<tr>
<td>5</td>
<td>55.69%</td>
<td>0%</td>
<td>55.75%</td>
<td>-13.90%</td>
<td>758.19%</td>
</tr>
<tr>
<td>6</td>
<td>79.46%</td>
<td>-0.67%</td>
<td>79.66%</td>
<td>-3.03%</td>
<td>806.47%</td>
</tr>
<tr>
<td>7</td>
<td>80.68%</td>
<td>0.42%</td>
<td>82.29%</td>
<td>-1.54%</td>
<td>1548.88%</td>
</tr>
<tr>
<td>8</td>
<td>42.72%</td>
<td>0%</td>
<td>42.36%</td>
<td>-14.34%</td>
<td>677.08%</td>
</tr>
<tr>
<td>9</td>
<td>61.08%</td>
<td>-0.42%</td>
<td>60.98%</td>
<td>-5.98%</td>
<td>703.25%</td>
</tr>
<tr>
<td>average</td>
<td>115.95%</td>
<td>-4.37%</td>
<td>137.56%</td>
<td>-4.56%</td>
<td>861.62%</td>
</tr>
</tbody>
</table>

Table 6. Simulation results pheromone approach II

<table>
<thead>
<tr>
<th></th>
<th>Throughput time</th>
<th>throughput</th>
<th>WIP</th>
<th>Average utilization</th>
<th>delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.27%</td>
<td>0%</td>
<td>1.98%</td>
<td>1.70%</td>
<td>-4.43%</td>
</tr>
<tr>
<td>2</td>
<td>-3.03%</td>
<td>0.51%</td>
<td>-2.81%</td>
<td>1.03%</td>
<td>-0.32%</td>
</tr>
<tr>
<td>3</td>
<td>-1.35%</td>
<td>-0.29%</td>
<td>0.59%</td>
<td>-0.66%</td>
<td>-1.36%</td>
</tr>
<tr>
<td>4</td>
<td>79.32%</td>
<td>-0.33%</td>
<td>78.57%</td>
<td>24.23%</td>
<td>278.99%</td>
</tr>
<tr>
<td>5</td>
<td>69.46%</td>
<td>-0.33%</td>
<td>68.64%</td>
<td>20.67%</td>
<td>180.20%</td>
</tr>
<tr>
<td>6</td>
<td>41.12%</td>
<td>0%</td>
<td>41.11%</td>
<td>2.83%</td>
<td>125.55%</td>
</tr>
<tr>
<td>7</td>
<td>83.49%</td>
<td>0%</td>
<td>84.38%</td>
<td>28.70%</td>
<td>355.19%</td>
</tr>
<tr>
<td>8</td>
<td>76.10%</td>
<td>-0.42%</td>
<td>75.37%</td>
<td>24.36%</td>
<td>288.97%</td>
</tr>
<tr>
<td>9</td>
<td>47.99%</td>
<td>0%</td>
<td>48.20%</td>
<td>9.73%</td>
<td>199.20%</td>
</tr>
<tr>
<td>average</td>
<td>43.93%</td>
<td>-0.10%</td>
<td>44.00%</td>
<td>11.49%</td>
<td>158.00%</td>
</tr>
</tbody>
</table>

The performance measures are: throughput time, throughput, Work In Process (WIP), the average manufacturing system utilization, and the average number of delay time units of the parts (delay).

Tables 5 and 6 report the percentage difference between the pheromone approaches I and II respectively and the efficiency approach. By the analysis of the results the following conclusions can be drawn:

- The pheromone approach I leads to worse performance for all measures; in particular, the average delay time is the performance that is more penalized.
- The pheromone approach II performs better than the pheromone approach I for all performance measures, and this confirms the advantage of pheromone approach II.
- The pheromone approach II leads to performance measures very close to the efficiency approach for the experiment classes with low inter-arrival time and therefore, high manufacturing congestion. This means the pheromone approach II is a competitive approach in high congestion condition.
For medium and high inter-arrival time, the pheromone approach II leads to worse performance measures compared to the efficiency approach.

From the point of view of the manufacturing dynamism, the efficiency based approach improves the manufacturing performance, particularly on low stage length, and therefore highly suitable for dynamic manufacturing system.

From the point of view of manufacturing congestion, the difference of performance measures is inversely proportional to the level of congestion.

The pheromone approach II leads to better performance measures than the pheromone approach I, therefore for this approach further simulations are conducted. The above simulations are conducted in a dynamic environment in which the manufacturing cell attributes vary (internal manufacturing changes). The dynamism of the manufacturing system is extended to external change such as the demand variation. The stream of the demand change for each stage is reported in Table 7.

The stages reported in Table 7 report the inter-arrival parameter for each stage in order to simulate the dynamism of product’s orders. The pheromone approach II is tested both for external and internal changes.

Table 8 reports the simulation results for both internal (breakdown and efficiency) and external (inter-arrival time) changes and for several values of stage length factor. The pheromone approach II leads to performance very close to the efficiency based approach. Therefore, in a very dynamic (internal and external changes) environment the proposed pheromone approach II is competitively benchmarked to a complex approach. The average differences between pheromone approach II and the efficiency approach are very minor.

Figure 8 shows the trend of the performance measures over the stage length factor.

From the analysis of Figure 8, the following issues can be drawn:

**Table 7. Demand stages**

<table>
<thead>
<tr>
<th>Inter-arrival</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Stage 4</th>
<th>Stage 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>5</td>
<td>25</td>
<td>5</td>
<td>25</td>
<td></td>
</tr>
</tbody>
</table>

**Table 8. Simulation results**

<table>
<thead>
<tr>
<th>Stage length factor</th>
<th>Throughput time</th>
<th>throughput</th>
<th>WIP</th>
<th>Average utilization</th>
<th>delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9.57%</td>
<td>0%</td>
<td>9.55%</td>
<td>4.10%</td>
<td>19.92%</td>
</tr>
<tr>
<td>40</td>
<td>-8.86%</td>
<td>1.17%</td>
<td>-8.97%</td>
<td>-0.37%</td>
<td>-10.85%</td>
</tr>
<tr>
<td>60</td>
<td>-12.52%</td>
<td>0.18%</td>
<td>-12.01%</td>
<td>-0.46%</td>
<td>-12.58%</td>
</tr>
<tr>
<td>100</td>
<td>-9.49%</td>
<td>0.92%</td>
<td>-7.47%</td>
<td>-0.08%</td>
<td>-8.20%</td>
</tr>
<tr>
<td>200</td>
<td>-2.06%</td>
<td>0.73%</td>
<td>1.89%</td>
<td>1.55%</td>
<td>-4.07%</td>
</tr>
<tr>
<td>300</td>
<td>3.18%</td>
<td>-0.31%</td>
<td>3.23%</td>
<td>3.15%</td>
<td>0.20%</td>
</tr>
<tr>
<td>average</td>
<td>-3.36%</td>
<td>0.45%</td>
<td>-2.30%</td>
<td>1.32%</td>
<td>-2.60%</td>
</tr>
</tbody>
</table>
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- The performance measures like average utilization and throughput are the measures that are less affected by the stage length changes and therefore by the environment’s dynamism;
- The other performance measures like throughput time, WIP and delay are more affected and they follow the same trend;
- In high dynamism state, the efficiency based approach leads to better performance and in particular for delay performance.
- In medium dynamism state, the pheromone approach II leads to better performance with percentage difference about 10%.
- Finally, in static state, the efficiency and pheromone approaches lead to similar performances.

CONCLUSION AND FUTURE DEVELOPMENT

Dynamic scheduling is an important issue in manufacturing systems where exceptions may occur dynamically and unpredictably. The exceptions can be classified into two categories: internal exceptions such as manufacturing breakdowns; and external exceptions such as demand changes. The research presented in this chapter proposes a dynamic scheduling by a coordination mechanism inspired by the collective intelligence of ant colonies and, in particular, by the pheromone approach. This approach is simpler than the traditional approaches based on MAS coordination.

Two approaches have been proposed to formulate the pheromone in manufacturing systems: one is based on the past information of a part (throughput time of the manufacturing cell); and the other on the queue of a manufacturing cell. In order to test the proposed approaches, a generic flexible manufacturing system has been developed and the topologies of two exceptions are considered: internal and external.

Figure 8. Performance measures trend
The internal exceptions are the efficiency and the failure distribution of the manufacturing cell, whereas the external exception is the demand changes over the time simulation.

Moreover, the proposed approaches are compared to an approach from the literature based on efficiency indexes. Then, a simulation environment by Rockwell Arena package is developed in order to test the proposed approaches.

The results of this research can be summarized as it follows:

- The pheromone approach I based on the throughput of the manufacturing cell leads to worst performance measures. Therefore, an approach based on past information is inefficient in a very dynamic environment.
- When the dynamic environment concerns only internal changes (machine breakdowns and efficiency of the manufacturing operation), the pheromone approaches lead to worse performance measures compared to the efficiency based approach. In particular, the performance measures with greater percentage reduction are, in decreasing order: delay, WIP and throughput time.
- The simulation results are also conducted in different levels of congestion and dynamism of the manufacturing system. The performances are similar in case of high congestion and low dynamism and the difference increases with the reduction of congestion and the increase in dynamism.
- The pheromone approach II is tested in the simulation environment with internal and external changes. In this case, the pheromone approach II performs better than the efficiency based approach in some cases. In particular, with a high level of dynamic changes the efficiency based approach is better, while for medium level, the pheromone approach II performs better. Finally, for the low level of dynamism, the efficiency based is again the better approach.

In the case of high dynamism, the delay information of pheromone approach is higher than the stage length, so the pheromone approach is unable to compete with the efficiency approach. With medium dynamism, the delay information of pheromone approach is comparable with the stage length, and the pheromone approach leads to better results. Finally, in static environment, the simulation results of the two approaches are similar because the environment conditions are fixed.

Future work of this chapter can be the following:

- The influence of the manufacturing system size on the performance measure: the study of the performance measures when a high number of manufacturing cells characterizes the manufacturing system. The increase of the manufacturing cells leads to a more complex scheduling problem; therefore a more thorough investigation of the pheromone approach’s responsiveness to the complexity of larger scheduling problem can be performed.
- An investigation into the impact of the dispatching rules on the performance measures; how the queue policy management can impact on the pheromone approach.
- The extension of the research to the material handling system and the development of the pheromone approach for both scheduling and routing of the parts.
- The development of hybrid approach; in this case, the dynamic scheduling approach can be adapted to the environment conditions. Therefore, when dynamism is high, complex method is activated. Otherwise, the pheromone approach can be performed. This allows reducing the computational time and complexity to dynamic scheduling in manufacturing systems.
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